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automated tool for the centroid moment tensor (CMT) inversion in a Bayesian
framework. It includes automated data retrieval from ArcLink server or local
data storage. Step-like disturbances are detected using modeling of the distur-
bance according to instrument parameters and such components are automati-
cally excluded from further processing. Frequency ranges for the filtration and
time windows for the inversion are determined automatically due to epicentral
distance. Full-waveform inversion is performed in a space-time grid around a
provided hypocenter. A data covariance matrix calculated from pre-event noise
yields an automated weighting of the station recordings according to their noise
levels and also serves as an automated frequency filter suppressing noisy frequency
ranges. The method is tested on synthetic and observed data. It is applied on
a dataset from the Swiss seismic network and the results are compared with the
existing high-quality MT catalog. The software package programmed in Python
is designed to be as versatile as possible in order to be applicable in various net-
works ranging from local to regional. The method can be applied either to the
everyday network data flow, or to process large pre-existing earthquake catalogues
and data sets.
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Abstrakt: Tato práce se zabývá metodami pro automatické určení parametrů seis-
mického zdroje. Studovali jsme vliv použitého rychlostního modelu a ukazujeme
příklad, jak tento model může být vylepšen pomocí naměřených dat. Vyvinuli
jsme nový, zcela automatický nástroj pro určení momentového tenzoru v baye-
sovské formulaci. Tento nástroj zahrnuje automatické stahování dat z ArcLink
serveru nebo načtení lokálně uložených dat. Jsou detekovány instrumentální po-
ruchy a zasažené komponenty jsou automaticky vyloučeny z dalšího zpracování.
Principem této detekce je modelování poruchy dle instrumentální odezvy pří-
stroje a porovnání této modelované poruchy s naměřeným záznamem. Frekvenční
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Introduction
An earthquake is a very complex process and there are various types of them. The
most common one, a tectonic earthquake, occurs where stress exceeds strength on
an existing fault or is high enough to create a new fault. It results in a dominantly
shear movement on the fault segment which locally decreases the stress level. The
movement might be very fast and the entire process happens within a few seconds
(or minutes for the largest events), resulting in an earthquake. The relaxation
of stressed material releases energy, which is not only dissipated in the rupturing
process, but also radiated as seismic waves. If the movement is slower (in order
from minutes to years), seismic wave radiation is weaker or none, and the process
is called slow slip or creep.

Special types of earthquakes are related to fluids, which can open cracks them-
selves, or their pressure can decrease a critical stress level to facilitate the rup-
turing start. There are plenty of types of seismicity connected to fluids, e.g.
shallow earthquakes in geothermal regions, magma channels related seismicity
in volcanic areas, and fluid injections in hydraulic fracturing. There are also
earthquakes caused by explosions and implosions. The explosions are usually of
antropogenic origin, the implosions are usually related to collapses of caves and
mines or collapses of explosion generated cavities. Seismic waves can be also ra-
diated by landslides, meteorite impacts, dam collapses etc. There are some other
sources of seismic waves which are continuously present in the seismic records,
all together called “seismic noise”. Its sources are, e.g., oceanic waves interacting
with the crust and wind, as well as sources of antropogenic origin like traffic,
heavy industry etc.

The study of an earthquake source process is complicated by fact that al-
most never we have direct observation of faulting and often we have only surface
recordings of ground motion at a few places. Recently, geodetic observations of
the static displacements caused by (strong) earthquakes become also common. It
is not possible to describe the rupturing process in all its complexity from this
limited amount of data, so some simplifications always must be adopted.

Centroid moment tensor
Focal mechanisms of earthquakes are important for understanding physics of in-
dividual seismic events, and for studying seismotectonics of a region; they also
serve as a basic input for seismic hazard assessment. Usually, the point source
approximation and the moment tensor (MT) are used. Then we have to find 6
components of the moment tensor, 3 space coordinates of the centroid, and the
centroid time, all together called the centroid-moment-tensor (CMT) solution.

Many methods have been proposed for CMT solutions (e.g. Bernardi et al.
[2004], Cesca et al. [2010], E. and S. [2000], Liu et al. [2004], Pondrelli et al.
[2002], Rueda and Mézcua [2005], and Scognamiglio et al. [2009] for more details,
see the next section). They differ in ability to provide automatic solutions and
they include consideration of the solution uncertainty to varying degrees. In this
thesis we develop a method suitable for highly automated processing of individual
events, that can handle both real time and off-line processing. We follow the
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Bayesian approach to treat rigorously the uncertainty of the inversion.
In general, CMT determination using broadband waveforms is a non-linear

inverse problem. Alternatively, a linear inverse problem can be solved just for
MT components, assuming that the centroid position, centroid time, and source
time function are known, using, for example, hypocenter parameters from an
earthquake catalogue. The applicability of the latter simplification is highly lim-
ited, hence it is not applied here. In this work, we search the centroid position
and time on a regular grid, while the MT is obtained in every space-time grid
point by the linear least-squares method, i.e. analytically with minimal com-
putational costs. The solutions from all grid points are then combined by the
Bayesian approach. This combination of analytical solution and grid search, we
call ‘hybrid approach’, enables to obtain solution of the non-linear 10-parameter
inverse problem by a grid search in 4-dimensional parameter space. Compared
to stochastic algorithms, we have full control over the density of the (space and
time) sampling.

CMT uncertainty
The CMT determination should be accompanied by an assessment of its uncer-
tainty, which defines a region in the model space containing the true solution with
certain probability. The sources of uncertainty in a MT determination are: sig-
nals present in the waveforms generated by all other sources than the earthquake
of interest (seismic noise and other seismic events), lack of knowledge of the Earth
structure (Green’s function modeling error), limited number of seismic recordings
and/or their unfavorable spatial distribution, measuring errors (instrument noise)
and possible instrument malfunction [Vackář et al., 2015], and assumptions used
in the mathematical description of the earthquake source (point source approx-
imation, fixed source time function etc.) If any of these aspects is ignored, the
uncertainty evaluation may be biased.

Existing methods for estimating the CMT uncertainty reflect many of these
aspects. They include, for example, construction of confidence regions by global
search algorithms [Šílený, 1998], bootstrap and jackknifing techniques [Tichelaar
and Ruff, 1989], calculation of various stability measures [Sokos and Zahradník,
2013], adding noise to real data [Vavryčuk, 2011], and using covariance matrix of
the data, which is discussed below.

The uncertainty of the MT in the linear case, assuming Gaussian error distri-
bution, can be described by a 6-D error ellipsoid [Zahradník and Custódio, 2012].
Křížová et al. [2013] show how to extend this approach to a non-linear inversion
including source depth and time. Particularly important are the methods devel-
oped in a general framework of Bayesian formulation, where the solution of the
inverse problem is given by the posterior probability density function (PPDF)
of model parameters [Minson et al., 2013; Tarantola, 2005]. Examples of ap-
plication of Bayesian approach to seismic source inversion are still rather rare.
They include Wéber [2006] who applied such an approach to local CMT and its
source time function, Dettmer et al. [2007] to sound velocity profiles, Duputel
et al. [2012a] to CMT from W-phase, and Dettmer et al. [2014] to finite fault
inversions. Stähler and Sigloch [2014, 2016] published fully Bayesian framework
for inversion of earthquake depth, MT and source time function, including novel
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misfit criterion called signal decorrelation.

Data covariance matrix
A key role in the Bayesian inversion is played by data and modeling covariance
matrices, which quantify measurement and theory errors. In the Bayesian formu-
lation, measurement (or data) errors come from uncertainties in the measurement,
in case of CMT inversion they contain mainly seismic and instrument noise. The-
ory (or modeling) errors comes from imperfect modeling of physical reality, in our
case they contain Green’s function modeling error and simplifications in source
description (point source etc.) For example, Duputel et al. [2012a] reflected in
the covariance matrix the centroid location uncertainty (theory error) and the
effect of an oversampled record by describing correlation of samples as an expo-
nentially decaying function. Wéber [2006] generated synthetic seismograms for
several reasonable velocity models and used their variance as an estimate of mod-
eling error. Dettmer et al. [2007] estimated the data covariance matrix iteratively
from data residuals. Bodin et al. [2012] and Dettmer et al. [2012] used hierarchi-
cal estimation of data covariance matrix, where the level of noise is considered
as unknown hyperparameter. Hierarchical (parametric) approaches include error
statistics in the inversion and are particularly attractive for trans-dimensional in-
versions, where the number of model parameters (called hyperparameter) is also
inverted. Mustać and Tkalčić [2016] used the hierarchical Bayesian approach
with a data covariance matrix based on a before-event-noise correlation function.
Hallo and Gallovič [2016] developed a method to reflect the uncertainty of the
velocity model in the data covariance matrix.

We follow a similar approach as Duputel et al. [2012a] and Mustać and Tkalčić
[2016], but contrary to them, we do not normalize the covariance function am-
plitude. We include the estimated noise covariance function directly in the data
covariance matrix, making the procedure simpler. The data covariance matrix
then serves as an automated station weighting according to the noise level and
it can also reflect directionality of the seismic noise and its correlation between
components of the seismic station. Mustać and Tkalčić [ibid.] used Markov chain
Monte Carlo method to solve for the PPDF problem, while we use a combination
of grid-search with analytical solution, which makes the procedure faster.

Codes for automated CMT solution
There are a few services providing automated CMT solutions on a global scale,
e.g. the Global Centroid Moment Tensor project (Global CMT, Ekström et al.
[2012], http://www.globalcmt.org/), the U.S. Geological Survey (USGS, using
W-phase inversion by Duputel et al. [2012b], https://earthquake.usgs.gov/
earthquakes/map/), GEOFON (Bormann [2012], http://geofon.gfz-potsdam.
de/eqinfo/list.php?mode=mt), and GEOSCOPE (using SCARDEC method,
Vallée et al. [2011], http://geoscope.ipgp.fr/index.php/en/). These solu-
tions are calculated mostly from teleseismic waves and are avalaible for magni-
tudes MW > 5.5.

Over last decades, significant progress was done in methods and tools for
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automated and near real-time CMT solutions in regional distances. Many of
these tools are optimized for a specific region and some of them are or were
used for creating a catalog of automated CMT solutions, e.g. Dreger [2003],
whose method TDMT_INV was applied by many others worldwide. Similarly,
Braunmiller et al. [2002] for European–Mediterranean region and Switzerland,
Bernardi et al. [2004] for similar regions as the previous one, Rueda and Mézcua
[2005] for Spain, Nakano et al. [2008] inverted CMT and source time function
(STF) simultaneously for Indonesian earthquakes, Scognamiglio et al. [2009] for
Italy, Cesca et al. [2010], who applied multi-step approach for Greece and NW
Europe, Lee et al. [2013] for Taiwan, and Jian et al. [2018] also for Taiwan.

Triantafyllis et al. [2016] introduced SCISOLA code, a tool for real-time MT
solutions, which can be run as a SeisComP3 module, and uses ISOLA code [Sokos
and Zahradník, 2013] as a back-end.

Novel approaches to CMT solutions were discovered, e.g. using GPS dis-
placement together with broad-band records [Käufl et al., 2015, and referenced
therein] or using 3-D spectral element for pre-calculating Green’s functions [Liu
et al., 2004, applied in California]. As far as we know, none of the previously
mentioned methods uses Bayesian approach.

Recently, a few methods for probabilistic CMT solutions were published.
Stähler and Sigloch [2014, 2016] is focused on teleseismic events and obtaining
STF. Lee et al. [2011] applied an automated and Bayesian method to Southern
California, using pre-calculated 3-D Green’s functions.

Aim of the thesis
Our intention is to contribute to automated processing of seismic data. The main
aim of this thesis is to develop a Bayesian method for the CMT solution as well
as introducing an open-source code ISOLA-ObsPy that solves the problem auto-
matically with relatively low computational costs. Instead of extending ISOLA
by these features and using it as a back-end, we have taken the opportunity
to re-write the core of the inversion from scratch with improved computational
efficiency and a more versatile code.

We assume that the seismic noise is the most important source of errors.
Typically, this is a case encountered in low-frequency inversions of data with low
signal-to-noise ratios. In our method, the noise enters the inversion process via
covariance matrix.

Besides the main topic we also deal with two related problems—that of a
suitable velocity model and instrumental disturbances.

Structure of the thesis
The thesis is structured as follows. In Chapters 1 and 2, we deal with veloc-
ity models which are necessary for meaningful earthquake source inversion. We
studied fast long-period seismic waves, which could not be simulated in any of
published velocity models, and explained them in terms of leaking modes. These
two chapters are just loosely connected to the rest of the thesis. Nevertheless, we
included them because they reflect evolution of our ideas during the PhD study.
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Then (Chapter 3), we describe the Bayesian formulation of the CMT problem.
We also derive a method to calculate marginal probability density of any com-
bination of model parameters (including non-linear combinations). In Chapter 4
we describe some sources of error and how we can deal with such problems. Then
(Chapter 5), we study a step-like instrumental disturbance in detail. In Chap-
ter 6, we construct the data covariance matrix from the before-event noise and
show how to visualize the effects of the data covariance matrix. Using methods
described in four previous chapters, we introduce the code for fully automated
CMT inversion in Chapter 7, including technical aspects of the developed code.
In the first part of Chapter 8, we show the ability of the new method to improve
the CMT estimates by means of a few synthetic tests. We show how the uncer-
tainty of the inverse problem is influenced by the noise level and by the number
of stations, and demonstrate the usefulness of the method in case of various noise
level across the stations and in case of colored noise at all stations. In the sec-
ond part of the chapter, we test our method on real data from the Swiss Digital
Seismic Network and compare the results with the moment tensor catalog cre-
ated manually by the author of this thesis using the SeisComP3 scmtv module.
Finally (Chapter 9), we briefly describe outlook how the developed method can
be extended to be even more versatile.

The main results of the work were published as three papers. The first of them,
in chronological order, [Vackář et al., 2014] is reprinted as Chapter 2. The second
one [Vackář et al., 2015] is included as Chapter 5. The most recent one [Vackář
et al., 2017] covers most of topics of the thesis, so it is split into corresponding
chapters, creating main parts of Chapters 3, 6, and 8. These chapters include
not only the text published in the paper, but they are extended also by some
additional texts, derivations, formulas, and tests.
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1. Velocity models and their
possible improvements
A velocity model is needed for any seismic source study. It is because we rarely
have direct observation of the source, so we are dependent on information car-
ried by seismic waves, whose propagation is strongly dependent on the velocity
structure. The knowledge of the Earth structure is still improving and we have
more detailed and more accurate velocity models both on global scale as well as
in many regions. But there are plenty of regions, where the knowledge remains
poor.

The Earth structure is heterogeneous on all scales from molecular to the main
geological units. There are two main groups of velocity models: 3-D and 1-D.
The 3-D models reflect both vertical and horizontal variability of the velocity, but
the resolution is always limited, because we have just finite amount of data used
for creation of the model. Moreover, the 3-D models usually use smooth gradient
between discretization points, so they do not reflect existing fast variations along
geologic discontinuities. The 1-D models neglect horizontal heterogeneity approx-
imating real structure just by a few horizontal layers with constant velocity or its
vertical gradient. So that every velocity model is just a simple approximation of
complex reality. The usability of every model has a high-frequency limit, where
the modeled and observed seismic waves start to differ significantly.

The velocity model is often a limiting factor for the accuracy of the study
and tor the amount of resolved details, especially in regions where the knowledge
of the Earth interior is poor. In such cases, we can try to improve the velocity
model. There are some methods how an existing 1-D model can be enhanced,
e.g. by inversion of dispersion curves to a velocity model [Novotný et al., 2001;
Novotný et al., 2015].

In the following chapter, which was published as Vackář et al. [2014], we show
an example, how we dealt with observation of fast long-period seismic waves,
which could not be simulated in any of published velocity models for a specific
region, and how we improved the velocity model to make possible simulating
leaking modes.
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2. Strong fast long-period waves
in the Efpalio 2010 earthquake
records: explanation in terms of
leaking modes
Paper by Vackář, J., J. Zahradník, and E. Sokos, published in 2014 in Journal of
Seismology 18, pp. 81–91.

Abstract The January 18, 2010, shallow earthquake in the Corinth Gulf,
Greece (Mw 5.3) generated unusually strong long-period waves (periods 4–8 sec-
onds) between the P- and S -wave arrival. These periods, being significantly
longer than the source duration, indicated a structural effect. The waves were
observed in epicentral distances 40–250 km and were significant on radial and
vertical component. None of existing velocity models of the studied region pro-
vided explanation of the waves. By inverting complete waveforms we obtained an
1-D crustal model explaining the observation. The most significant feature of the
best-fitting model (as well as the whole suite of models almost equally well fitting
the waveforms) is a strong velocity step at depth about 4 km. In the obtained
velocity model, the fast long-period wave was modeled by modal summation and
identified as a superposition of several leaking modes. In this sense, the wave
is qualitatively similar to PL or Pnl waves, which however are usually reported
in larger epicentral distances. The main innovation of this paper is emphasis to
smaller epicentral distances. We studied properties of the wave using synthetic
seismograms. The wave has a normal dispersion. Azimuthal and distance depen-
dence of the wave partially explains its presence at 46 stations of 70 examined.
Depth dependence shows that the studied earthquake was very efficient in the
excitation of these waves just due to its shallow centroid depth (4.5 km).

2.1 Introduction
Observations of long-period seismic waves appearing in seismograms between P-
and S -wave onsets have been reported since the early 1930’s by Somwille, who
also introduced the name PL (P-long). This information can be found in Oliver
and Major [1960] who provided an explanation in terms of leaking modes and
dispersion curves. Su and Dorman [1965] related PL waves to a crust-mantle
wave-guide. The waves were observed on various oceanic and continental paths,
in epicentral distances 400–5500 km and periods ranging between 5 and 35 s and
were reported as a general phenomena.

The PL wave was investigated theoretically since the 60’s. Phinney [1961]
studied analytically 3 cases: (i) the propagation of leaking modes in a halfs-
pace, (ii) solid halfspace in contact with liquid halfspace and (iii) two halfspaces
in welded contact. He showed that leaking modes correspond to complex roots
of dispersion equation. Gilbert [1964] analyzed the propagation of PL waves in
stratified elastic halfspace. Dainty [1971] calculated phase and group velocity dis-
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persion curves and attenuation curves for different leaking modes in multilayered
elastic halfspace.

Helmberger and Engen [1980] introduced the name Pnl wave for wave groups
consisting of Pn and PL wave. Patton and Doser [1988] showed that the Pnl wave
is usable for point source inversion from regional records. Saikia and Burdick
[1991] studied the nature of the fine structure of Pnl waves and found that it is
sensitive to the velocity gradient near the free surface.

PL and Pnl waves are used in seismology mostly for structural studies. Shaw
and Orcutt [1984] determined the crustal thickness of the Tibetan Plateau using
synthetic seismograms of PL waves obtained by wave number integration. Holt
and Wallace [1990] examined crustal thicknesses and upper mantle velocities in
the same region by Pnl waveform inversion. Fujita and Nishimura [1993] esti-
mated the crustal velocity structure of Japan using waveform modeling of PL
wave after proving its resolution in many numerical test. Savage and Helmberger
[2004] used Pnl waves to calibrate the site response and the amplification factor.
Tan et al. [2010] used Pnl waves for path calibration and point source inversion.

Another well-known fast long-period wave is the W phase [Kanamori, 1993].
This wave is usually explained as a superposition of the fundamental, first, second
and third overtones of spheroidal modes or Rayleigh waves. Its periods lie in the
range of 100–1000 s in distances of thousands of kilometers and group velocities
are 4.5–9 km/s. Thanks to them, it is very useful for rapid determination of the
source parameters and for tsunami warning [Kanamori and Rivera, 2008]. Con-
trary to the PL wave, this phase does not require any leaking-modes explanation.
The high velocity is controlled by penetration depth.

Numerical modeling of PL waves and of similar phases is possible by means of
tools for the calculation of complete wavefield, e.g. by the Discrete Wavenumber
method where leaking modes are included, as shown by Bouchon and Ali [1977]
and Bouchon [1981]. Helmberger and Engen [1980] simulated the PL waves by
the ray summation in a layer over a halfspace. Haddon [1984] showed that leaking
modes can be obtained by modal summation in the same way as Rayleigh wave,
considering complex solution of the dispersion equation.

Nevertheless, a detailed numerical analysis of observed PL waves and their
properties has been quite rare so far. For example, we are not aware of any study
devoted to these waves at near-regional distances.

On January 18, 2010, a Mw 5.3 earthquake occurred in the Gulf of Corinth,
Greece . Seismic records of this earthquake attracted our attention because of
strong long-period (4–8 s) waves between P- and S -wave arrival in epicentral
distances 40–250 km. Therefore, the main goal of this paper is to discuss nature
of these specific phases in terms of the PL waves and describe their properties.

This paper starts with the description of the observation and data used. Since
we were unable to successfully simulate this wave in existing crustal models of
the studied region, we apply the complete waveform inversion to obtain a velocity
model supporting the PL wave. Then we resolve contributing modes by modal
summation and, based on synthetic seismograms, we describe properties of the
PL wave.
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2.2 Observation of Fast Long-Period Waves
The Efpalio 2010 earthquake sequence occurred in the western part of the Gulf of
Corinth, Greece [Sokos et al., 2012]. The strongest event of the sequence was an
earthquake with magnitude 5.3, exhibiting normal faulting along E–W trending
planes (Table 2.1).

Table 2.1: Parameters of the Efpalio earthquake according to Sokos et al. [2012].

origin time January 18, 2010 15:56:09.8 UTC
hypocenter 38.419◦ N, 21.915◦ E, depth 6.6 km
centroid 38.422◦ N, 21.941◦ E, depth 4.5 km
seismic moment 0.97 · 1017 Nm
moment magnitude Mw 5.3
nodal planes 102◦ / 55◦ / −83◦

(strike / dip / rake) 270◦ / 36◦ / −100◦

We inspected 70 broadband seismic stations in epicentral distances 12–600 km.
The records were instrumentally corrected and rotated to the radial-tranverse-
vertical (RTZ) system. A noticeable fast long-period wave was observed at more
than half of the stations (Fig. 2.1). The wave is significant in a considerable
number of the stations in epicentral distances 40–250 km, having its amplitude
of the same order as the seismogram maximum in the surface-wave group. At
some other stations the wave is present, but much weaker. There are a few
stations where the wave is visually not apparent. As observed in Fig. 2.1, the
wave occurrence has no simple dependence on azimuth and epicentral distance
although the north-south direction seems to predominate. The wave has period
4–8 seconds and it is seen on radial and vertical component between the P- and
S-wave arrival (Fig. 2.2). The latter suggests its relation to Rayleigh waves, while
the large group velocity suggests its relation to some higher modes. Hereafter,
we will refer to the wave as PL wave, because of qualitative similarity to PL or
Pnl waves described at regional distances and longer periods.

2.3 Inversion of Crustal Structure
We started with attempts to simulate the observed PL wave by the forward
modeling in the existing regional crustal models [Latorre et al., 2004; Novotný
et al., 2001, 2008, 2012; Rigo et al., 1996]. All existing models generated a very
weak PL wave, if any. There are also some tomografic model of the studied region
(e.g. Karagianni et al. [2005] and Latorre et al. [2004]), but their resolution in
the shallow depths is limited. To find another model, better explaining the PL
wave, we inverted full waveforms into a 1-D crustal model. The crucial advantage
of the full waveform inversion is its ability to use information contained in many
wavegroups of the record without need to identify the individual wavegroups with
a specific mode. We used a subset of 9 stations with strong PL wave, namely
stations MAM, DRO, EVR, RLS, GUR, AMT, LTK, VLX and PYL in epicentral
distances 36–170 km.

The Discrete Wavenumber method [Bouchon, 1981; Coutant, 1989] is used
for forward problem solution. The Neighborhood Algorithm [Sambridge, 1999]
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Figure 2.1: Seismic stations are marked according to the strength of the observed
fast long-period wave: strong – dark red, weak – light red, absent – white. The
classification is based on the ratio between the amplitudes of the PL wave and
the strongest wave group (surface waves) in the displacement record; the strong,
weak, and absent PL waves refer to the ratio of about 50–100 %, 20–50 % and
less than 20 %, respectively. Epicenter of the Efpalio earthquake is labeled by a
green asterisk.

14



 20  40  60  80  100  120

time (s)

R

T

Z

Figure 2.2: Instrumentally corrected, rotated velocity record of the Efpalio 2010
earthquake on broad-band station PYL (Pylos, epicentral distance 170 km).
Highlighted by an ellipse is a strong fast long-period wave on the radial and
vertical component with prevailing period of about 8 seconds, starting simulta-
neously with the P-wave arrival. Arrows mark the approximate arrival times of
P wave and S wave.
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Table 2.2: Parametrization of the inverse problem used. There are 11 parameters
to be inverted.

parameter range constraint

thickness

layer 1 0.2–2.8 km
total thickness 10 kmlayer 2 0.2–3.0 km

layer 3 0.2–4.0 km
layer 4 arbitrary

vP
layer 1 2–5 km/s no low-velocity channel for vPlayer 2–4 2–7.2 km/s

vP /vS layer 1–4 1.41–3.0 no low-velocity channel for vS

is used for stochastic search, providing an ensemble of models that preferentially
sample the good data-fitting regions of parameter space, rather than finding just
a single best-fitting model.

Observed and synthetic seismograms were filtered by acausal four-parameter
bandpass filter 0.02-0.05-0.10-0.20 Hz, which is flat between 0.05 and 0.10 Hz,
and there are cosine tapers at the edges. The misfit m is defined as

m =

∑
stat

∑
comp

∫
W (t, stat) (o(t) − s(t))2 dt∑

stat

∑
comp

∫
W (t, stat)o(t)2dt

, (2.1)

where t is time, o(t) and s(t) is the observed and synthetic seismogram, respec-
tively, and comp stands for summing over seismogram components and stat over
stations. W (t, stat) is weighting function used to emphasize typical interval of
PL wave (in particular, W = 2 between ray-theoretical P- and S -wave arrival
and W = 1 elsewhere). Point source synthetics were calculated for the centroid
location and the focal mechanism of Table 2.1. The moment-rate time function is
1-second triangle. Its duration corresponds to magnitude of the event. However,
compared to the characteristic period of the wave of interest and the filtration
mentioned above, the shape of the time function is unimportant for the inver-
sion. A small source timeshift (up to 2 s) is allowed around location-provided
origin time. We inverted thicknesses of layers and P- and S -wave velocities in
the uppermost 10 km of crust. Considering prevailing period of the PL wave
(∼ 5 s) we suppose that the deeper structure is less important. Densities have
been evaluated by an empirical formula and quality factors QP and QS were
fixed to values 300 and 150, respectively. Deeper layers were fixed according to
an ongoing parallel study. The used parametrization is shown in Table 2.2.

Characteristic feature of the result (Fig. 2.3) is that the best models appear to
be composed of 3 layers. Remarkable velocity step of both vP and vS velocities is
at depth of 4 km, the topmost 2 km have higher vP /vS ratio than the rest of model.
The best fitting model well reproduces the PL wave (Fig. 2.4) in contrast to the
existing crustal models. These results proved to be stable in many additional tests
as altering parametrization, changing the set of inverted stations, etc. Naturally,
the obtained model of the uppermost 10 km may be influenced by uncertainty of
the deeper layers which we represented by a fixed model. Although non-unique
and possibly deviating from the real structure, the obtained model is a useful tool
for interpretation of the PL wave nature and properties in the following sections.
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2.4 Theoretical Interpretation of PL Wave

We used the best-fitting model obtained in the previous section to find a theoret-
ical interpretation of the PL wave. To this goal, synthetic seismograms were for-
ward simulated by three methods: (i) The Discrete Wavenumber (DWN) method
gives complete wave field, but it does not explain the nature of the individual
wavegroups. (ii) Standard modal summation (code from Computer Programs in
Seismology by Herrmann [2004]) gives normal (fundamental and higher) modes
of surface waves existing in a given velocity model, corresponding to real roots
of dispersion equation. (iii) Extended modal summation make it possible to cal-
culate almost complete synthetic seismograms (including leaking modes) by the
“locked mode approximation” [ibid.]. Technically, the extended modal summa-
tion is performed by adding an artificial high velocity cap zone at great depth
to the given velocity model (in this paper we use vP 11 km/s below depth of
330 km). After this modification, the leaking modes corresponding to complex
roots of the dispersion equation in the original model formally become the normal
modes corresponding to real roots.

Comparison of the three methods (Fig. 2.5) enables the interpretation. Stan-
dard modal summation (for 100 modes) strongly differs from DWN, it agrees
only at wavegroups of surface waves in the later part of seismogram. Extended
modal summation agrees with DWN in broader temporal range, except P body
wavegroup, but including fast long-period wave between 30–50 s.

To identify which modes contribute the PL wave, we calculated seismograms
by summing the first n modes; the calculation was repeated for n varying from
0 to 35. It was found that PL wave is absent when we sum less than 8 modes.
We need to sum at least 20 modes to create the PL wave. Subsequent build-up
of the wave is illustrated in Fig. 2.6, even better demonstrated by an animation
in electronic supplement of Vackář et al. [2014], available at http://geo.mff.
cuni.cz/~vackar/papers/Vackar_etal_JOSE_2014_supp2.avi. To illustrate
the role of the individual n-th mode, we subtract sum of n − 1 modes from the
sum of n modes. We found that the contribution of every mode is weak (see again
Fig. 2.6), obviously the PL wave is a superposition of several modes. Because
none of these modes is present in the standard modal summation (i.e. without
the high velocity cap) we can clearly identify them (and thus also the PL wave)
as leaking modes.

As a validation, we repeated the same comparison in another crustal model
(black dashed line in Fig. 2.3) and in different epicentral distances; the results
remained nearly the same. When we strongly increased the number of modes
summed (up to 500), the result did not change. Another test addressed the
effect of the artificial, high velocity cap zone used in extended modal summation.
When we decreased vP from 11 to 10 km/s in the added halfspace and shifted
its boundary from 330 to 130 km, the numbers of modes mostly contributing
the PL waves changed rapidly (in this case, the main contributing modes were
4–9), although the sum remained almost the same. It means that the extended
summation can be understood as an approximation in which the individual modes
have only formal meaning, and only the sum of modes has the physical meaning.

Partial conclusion of this section is as follows: the PL wave can be modeled by
DWN and extended modal summation. Extended modal summation, in contrast
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to DWN, enables clear interpretation of the PL wave as a superposition of leaking
modes. Specific number of modes needed depends on technical realization of the
locked mode approximation.

2.5 PL Wave Properties
We used the best-fitting model found in Section 2.3 to describe some proper-
ties of the PL wave using synthetic seismograms. We tested dependence of the
amplitude of the wave on receiver azimuth, receiver distance and source depth
(Fig. 2.7). We evaluated ratio of the amplitudes of PL wave and Rayleigh wave in
synthetic displacement records calculated by modal summation. We found that
the wave is strongest in direction perpendicular to strike and nearly independent
on receiver distance in range 60–200 km. These dependencies give a possible par-
tial explanation of the observed PL-wave amplitudes, namely the predominance
of the PL wave in the north-south direction, i.e. perpendicularly with respect to
the fault strike (Fig. 2.1).

The ratio of amplitudes of the PL wave and Rayleigh wave is strongly de-
pendent on the source depth, reaching its maximum at the hypocentral depth
about 5 km, similar to the hypocentral depth of the studied earthquake. The
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Figure 2.6: Mechanism of creating the PL wave using extended modal summation.
Every panel shows a sum of the first n modes (red) and individual contributions
of modes (see the tightly clustered family of blue curves), plotted in the same
scale as the sum. The results for n = 8, 11, 20 and 24 are shown in panels a, b,
c and d, respectively. The PL wave is present only in the last two cases. The
mostly contributing modes are between 11th and 20th in this particular example.
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Figure 2.7: The amplitude of the PL wave is dependent on the epicentral distance,
station azimuth and source depth. We compared amplitude of PL wave (the first
positive maximum in the seismogram) with the largest maximum of Rayleigh
wave (panels e and f, measured values shown by arrows). The best model from
inversion (Fig. 2.3) and parameters of the Efpalio earthquake (Table 2.1) are
used. We measured amplitudes in synthetic seismograms provided by extended
modal summation. The ratio of the PL wave versus Rayleigh wave is 30–35 %
in direction perpendicular to strike while ∼20 % in strike direction (panel a).
The ratio is slightly decreasing (from 35 % to 25 % considering azimuth 192◦) in
distances 60–200 km; it is much higher in distances shorter than 60 km (panel b).
The ratio depends on the source depth with maximum at the source depth ∼5 km
(panel c). The eigenfunctions (for period 5 s) of modes contributing the PL wave
have maxima at similar depth (panel d). The change of seismogram shape in the
epicentral distance of 169 km is illustrated for depth of 5.4 and 25.4 km in panels
e and f, respectively; note the different vertical scale.
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wave.
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dependence on source depth is related to eigenfunctions of modes contributing
the wave (Fig. 2.7, panels c and d).

The frequency-time analysis of synthetic records in the best-fitting model was
performed (program SVAL by Kolínský [2004], version 2011). It has shown that
the PL wave has normal dispersion. An example is shown in Fig. 2.8 where we
compare dispersion curves for radial and transverse components at four stations.
Small differences between the curves in Fig. 2.8 are related to problems to identify
a correct branch of the dispersion curve when the PL wave is overlapping in the
analyzed seismogram with other waves. The synthetic dispersion curves are not
compared with real ones in this paper. It is because the real dispersion curves
are path dependent due to laterally varying 3D crustal structure. This variation
(and derivation of a suite of 1D models along the individual path groups) will be
investigated in a separate paper. In this paper, focused on the nature of the PL
wave, the 1D model is sufficient.

2.6 Conclusion
We investigated fast long-period waves (PL waves) observed in most of 70 records
of Efpalio 2010 earthquake in the epicentral distances of 40–250 km. The study
is innovative in four aspects: (i) Physical properties of similar waves have been
mostly discussed in larger epicentral distances (> 400 km) in the previous pa-
pers. We extend the study to smaller distances. (ii) Successful simulation of such
waves in not straightforward. None of the previous velocity models explained
the observation. We found a suite of successful models by full waveform inver-
sion performed by the Discrete Wavenumber method and by the Neighborhood
Algorithm. (iii) In contrast to most of published papers dealing with analytical
solution in a simple model, we performed a numerical modeling in multilayered
media. (iv) Three different methods of the seismogram simulation were compre-
hensively combined.

By modal summation we showed that the PL wave is created by a super-
position of several leaking modes of Rayleigh waves. The PL wave has normal
dispersion. Azimuthal and distance dependence of the PL wave provides a possi-
ble partial explanation of spatial pattern of the PL-wave existence and strength.
The Efpalio earthquake was particularly efficient in the PL-wave excitation due
to its shallow centroid depth of 4.5 km.
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2.7 Supplement
Comparison of the real records (red) and synthetic seismograms (blue) calcu-
lated in the best-fitting model. Vertical components at all inverted stations are
displayed. Upper pannel at each station shows velocity records low-pass filtered
up to 0.3 Hz, as used in the waveform inversion. In the lower panels there are
displacement records displayed up to 10 Hz to make the PL-wave better visible
in context of other waves. The moment-rate function is a 1-s triangle.
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3. Bayesian formulation of the
inverse problem of centroid
moment tensor

3.1 Mathematical formulation of the problem
This section is based on Section 2 of Vackář et al. [2017]. Full derivation of the
involved equations is added here.

A Bayesian approach is a probabilistic method projecting data errors and
prior information into the uncertainty of model parameters. In addition to the
best-fitting CMT solution, the method provides a posterior probability density
function (PPDF) of the parameters. The PPDF can be obtained analytically
for linear inverse problems in a L2-norm and Gaussian distributions of data un-
certainties. For non-linear problems a systematic grid search can be used, but
(except for problems with very few parameters) it is computationally highly ineffi-
cient. That is why stochastic sampling algorithms have been developed to provide
an approximation of the PPDF [Sambridge, 2014; Sambridge and Mosegaard,
2002].

Here we propose a hybrid approach, where the centroid position and time are
evaluated on a grid of points, and the MT is solved by least squares. In each grid
point the PPDF of the MT solution (which is Gaussian because the problem is
linear) is obtained analytically. Then such PPDFs are combined to obtain a full
(non-Gaussian) PPDF. So we obtain the same PPDF as would be obtained by a
stochastic method, but using just a 4-dimensional grid search instead of sampling
a 10-dimensional model space. The grid is chosen in such a way that it covers
all relevant locations and its sampling density controls PPDF discretization, for
details see Section 7.7. By choosing the grid, we define a prior information for
centroid location and time, which is uniform within the grid and zero elsewhere.
In other words, we assume that the hypocenter definitely lies within the grid, but
no position within the grid is preferred.

In the linear MT problem in a given space-time grid point i (xi, yi, zi, ti) the
observables d and model parameters m are related by d = Gm, where matrix
G (forward problem matrix) is composed of Green’s functions (more exactly, the
forward problem matrix G in our method is composed of elementary seismograms
of 6 elementary moment tensors, which are calculated from Green’s functions).
Let the measured data, which include measurement uncertainties, be denoted
dobs, and assume that their uncertainties are Gaussian with the data covariance
matrix denoted as CD (the content of the data covariance matrix is described in
the next Chapter 6). With no prior information about the MT parameters (i.e.,
formally, Gaussian prior with infinite variance), the least-squares solution for the
model parameters is [Tarantola, 2005, eq. 3.40–3.41]

m̃i =
(
GT

i C−1
D Gi

)−1
GT

i C−1
D dobs , (3.1)

where m̃i denotes the inverted model parameters in grid point i, which gener-
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ally differ from the true model parameters m. The uncertainties of the model
parameters are described by the model parameters covariance matrix C̃M

i , given
by

C̃M
i =

(
GT

i C−1
D Gi

)−1
. (3.2)

The misfit value is then

misfiti = (dobs − Gim̃i)T C−1
D (dobs − Gim̃i) . (3.3)

The PPDF for MT components in a fixed space-time point i is given by 6-
dimensional Gaussian function which is centered in the best solution for the given
grid point i,

PPDFi(m) = 1
c

exp
(

−1
2 (dobs − Gim)T C−1

D (dobs − Gim)
)

, (3.4)

where c is a constant normalizing the total (10-dimensional) PPDF to unity (see
lower). After an algebra, which is in detail shown below in Section 3.2, the PPDF
can be equivalently written

PPDFi(m) =

= 1
c

exp
(

−1
2
[
(dobs − Gim)T C−1

D (dobs − Gim)
])

=

= 1
c

exp
(

−1
2
[
(m − m̃i)T C̃−1

M (m − m̃i) + (dobs − Gim̃i)T C−1
D (dobs − Gim̃i)

])
=

= 1
c

exp
(

−1
2
[
(m − m̃i)T C̃−1

M (m − m̃i) + misfiti

])
=

= 1
c

exp
(

−1
2 (m − m̃i)T C̃−1

M (m − m̃i)
)

exp
(

−1
2misfiti

)
.

(3.5)

The purpose of this transformation is to rewrite PPDF of unknown shape by the
misfit and 6-D Gaussian function, which can be integrated later.

The normalizing constant c is obtained by integration over all model param-
eters and summation over space-time grid points

1 =
∑

i

∫
PPDFi(m) dm ∆Vi =

=
∑

i

∫ 1
c

exp
(

−1
2 (m − m̃i)T C̃−1

M (m − m̃i)
)

exp
(

−1
2misfiti

)
dm ∆Vi =

=
∑

i

1
c

∫
exp

(
−1

2 (m − m̃i)T C̃−1
M (m − m̃i)

)
dm exp

(
−1

2misfiti

)
∆Vi =

=
∑

i

1
c

√
(2π)6 det CM

i exp
(

−1
2misfiti

)
∆Vi =

=
∑

i

ai ,

(3.6)

where we used n-dimensional Gaussian integral [Wikipedia contributors, 2018]
and the ∆Vi is a volume belonging to the grid-point i. In our case (uniform
sampling in both space and time), it is

∆Vi = ∆x ∆y ∆z ∆t , (3.7)
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where ∆x, ∆y, and ∆z is grid spacing in direction of the coordinates x, y, and
z, respectively, and ∆t is time-grid spacing.

We denoted ai the PPDF integrated over all MT parameters at a given space-
time grid point i. It is composed of the analytically estimated uncertainties of
all MT parameters (determining the model covariance matrix CM

i ) and misfit of
the best model at that grid point

ai = 1
c

√
(2π)6 det CM

i exp
(

−1
2misfiti

)
∆Vi . (3.8)

3.2 Derivation of equation 3.5

Here we prove the transformation from the second line of 3.5 to its third line.
Let’s denote (symbol := stands for definition)

S(m) := (Gm − dobs)T C−1
D (Gm − dobs)

S(m̃) := (Gm̃ − dobs)T C−1
D (Gm̃ − dobs)

S ′(m) := (m − m̃)T C−1
M (m − m̃) .

(3.9)

Then we want to prove S(m) = S(m̃) + S ′(m).
We will use the definition of C̃M and m̃

C̃M =
(
GT C−1

D G
)−1

(3.10)

m̃ = C̃MGT C−1
D dobs (3.11)

and transposition of matrix product

(AB)T = BT AT . (3.12)

Matrices CD and C̃M are symmetric by their definition, so their inverse is sym-
metric also. Then

(
C−1

D

)T
= C−1

D and
(
C̃−1

M

)T
= C̃−1

M .
Now we replace S ′(m) and S(m̃) by their definitions and after some algebra

we obtain definition of S(m). For clarity, we strike out terms which are identity
after multiplication in one direction (e.g. XXXXAA−1). The terms which are at one
place added and at another subtracted are stricken out in another direction (e.g.
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+��A −��A).

S ′(m) + S(m̃) =
= (m − m̃)T C̃−1

M (m − m̃) + (Gm̃ − dobs)T C−1
D (Gm̃ − dobs) =

=
(
m − C̃MGT C−1

D dobs

)T
C̃−1

M

(
m − C̃MGT C−1

D dobs

)
+

+
(
GC̃MGT C−1

D dobs − dobs

)T
C−1

D

(
GC̃MGT C−1

D dobs − dobs

)
=

= mT
(
GT C−1

D G
)

m +
˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂

dT
obsC−1

D GC̃M
XXXXXC̃−1

M C̃MGT C−1
D dobs−

− dT
obsC−1

D GXXXXXC̃MC̃−1
M m − mTXXXXXC̃−1

M C̃MGT C−1
D dobs+

+
˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂˂

dT
obsC−1

D G
XXXXXXXXC̃MGT C−1

D GC̃MGT C−1
D dobs + dT

obsC−1
D dobs−

−
˂˂˂˂˂˂˂˂˂˂˂˂˂˂

dT
obsC−1

D GC̃MGT C−1
D dobs −

˂˂˂˂˂˂˂˂˂˂˂˂˂˂

dT
obsC−1

D GC̃MGT C−1
D dobs =

= (Gm)T C−1
D (Gm) + dT

obsC−1
D dobs − dT

obsC−1
D Gm − mT GT C−1

D dobs =
= (Gm − dobs)T C−1

D (Gm − dobs) =
= S(m)

(3.13)

3.3 Marginal probability density
Marginal probability density of the inverted parameters as well as marginal prob-
ability densities of some parameters non-linearly related to MT (e.g. strike angle
or double-couple percentage, which are not directly inverted, but can be cal-
culated from the inverted moment tensor components) can be determined. To
manage this, we generate random samples of MT from a multivariate normal
(Gaussian) distribution at each grid point specified by its mean m̃i and model
parameters covariance matrix C̃M

i (determined in Eqs. 3.1 and 3.2). The number
of random samples at each grid point i is proportional to ai, i.e. PPDF integrated
over the MT parameters in the specific grid point (Eq. 3.8). Having an ensemble
of random samples drawn from the total PPDF, we can easily plot histograms of
parameters of interest (both inverted as well as their combinations) or scattering
of nodal planes. Examples are given later.
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4. Sources of uncertainty
Before solving any inverse problem, we should analyze possible errors and uncer-
tainty of parameters. By “error”, we mean some quantity which was measured
improperly, a device which is working in a wrong way, or an incorrect assump-
tion; e.g. we calculate with a gain value of an instrument which was changed to
different type in a meantime, there is high contact resistance on a cable between
sensor and digitizer, or a sensor is oriented to the east instead of north. Contrary
to this, “uncertainty” is something what was measured or assumed correctly, but
the “true” value cannot be obtained exactly, because of limited knowledge of the
earth structure, limited accuracy of the instrumentation, and/or simplifications
in the theory and calculations. Typical examples of uncertainty are 1-D velocity
model, instrument and seismic noise, point-source assumption etc. In this chap-
ter, we describe the most common sources of both error and uncertainty, which
we face in moment tensor inversion. Where possible, we also give a hint, how to
deal with such issues.

The uncertainty analysis is important, because each measured or determined
value (including a CMT solution) should be accompanied by estimation of its
uncertainty. Correctly estimated uncertainty defines a region in the model pa-
rameters space, where the true solution lies with a certain probability. If any of
uncertainty source is ignored, the evaluated uncertainty may be biased.

4.1 Instrument parameters
Each instrument (seismic sensor together with digitizer) outputs some (typically
three-component) time series. The record are related to the ground motion by
instrument parameters, i.e. sensitivity and instrument response (typically in a
form of poles and zeros describing the response polynomial). These parameters
are provided by station operator and sometimes they could be outdated, e.g. in
cases when the instrument was changed to a different type or its configuration was
altered and the information in database was not updated. These problems can be
detected by anomalous amplitudes of seismic signal and/or seismic noise and the
problem should be communicated with station operator and the stations should
be excluded from the processing, if no up-to-date parameters are provided by the
operator. An example how the stations with such problems can be detected in a
large dataset we provide in paper Málek et al. [2017].

Some other errors are related to the sensor orientation. It may be caused
by inaccurate orientation of the sensor during its installation (orientation using
classical compass affected by magnetic metals nearby, neglecting magnetic decli-
nation, inaccuracy of measurement) as well as by making a serious mistake like
orienting an arrow on sensor to the north in case it should be to the east, or plug-
ging cables in a incorrect way resulting in exchange of components and/or their
polarity reversal. Such problems can be detected on large datasets taking angles
describing sensor orientation as unknowns in the inverse problem or by plotting
difference between P-wave polarization and theoretical back-azimuth [Vecsey et
al., 2017].

Another possible problem is the incorrect record timing. Time synchroniza-
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tion is usually provided by GPS-receiver and when the receiver loses signal, it is
unplugged or there is another problem, the difference between device clocks and
exact time starts to increase. A small time difference can be hardly detected in
a single case, although it can cause serious problem in the inversion. It can be
sometimes detected from digitizer log files, but we usually do not have access to
them if the station is operated by anyone else.

The last possible source of error is a difference between real and assumed
location of the instrument. It may be caused, e.g., by a wrong transformation of
geodetic coordinates. Neglecting of sensor altitude can also have a similar effect.

We cannot detect most of these disturbances from single-event data, but most
of them is detectable on large datasets. Very promising study was done by Vecsey
et al. [2017]. We should keep in mind, that in cases where a station cannot be
fitted in the inversion, the problem could be both in the inversion as well as in
the station.

4.2 Instrument disturbances
The seismographs are quite complex instruments with a wide scale of possible
technical problems. Some of them are easily detectable just by a visual inspection
of an earthquake records, e.g. some of components contain just a flat line or an
instrument noise instead of earthquake waveform. Such problems are not really
dangerous for a CMT inversion; the problematic component(s) has zero fit, so
it decreases total variance reduction, but it should not affect the result value
significantly.

We must also understand correctly which physical quantity does the instru-
ment measure. The broad-band seismometers, which we use mostly in this work,
have velocity on the output (if using frequencies on the flat part of the response).
They work on the principle of force balance of inertial mass. It is obvious from the
physical principle itself, that the instrument reacts not only to ground translation,
but also to rotation, because ground tilt results in a projection of gravitational
acceleration to the horizontal components [Pillet and Virieux, 2007]. The ro-
tations are present in the wave field of S -waves and surface waves of all types
and they can be measured by special instruments [Brokešová and Málek, 2010].
The effect on the record of standard seismometer may be much stronger in case
of ground tilt, which is the effect of near-field deformation of the seismic source
or earthquake-triggered inelastic movement of instrument installation. In such
cases, the disturbance caused by the tilt is present in the seismogram in the same
time as the earthquake signal. This makes the disturbance more dangerous for
two reasons: first it may be easily overlooked in band-pass record due to its long-
period character, second it may affect significantly the result of a CMT inversion,
as well as other calculations made from the waveform.

In seismological practise, we face several types of earthquake-triggered in-
strumental disturbances. Some of them may be modeled as a step in the input
acceleration, velocity, or displacement (first two types described in Zahradník and
Plešinger [2010], the third according to Zahradník [pers. comm.]). Internally, we
call them “mouse” of the first, second, and third type, respectively. The first type
might be caused by a ground tilt, the others are probably of purely instrumental
origin. Similar effect may be caused also by seismograf overloading (record clip-
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ping) and subsequent integration. We studied the first type, which seems to be
the most common, in detail in paper Vackář et al. [2015], which is included in
this thesis as Chapter 5. The first type is automatically detected in our software
and such records are skipped from the inversion in the developed method (see
Section 7.4). We want to include the other types to the automated detection in
the future, as well as detection of record clipping.

4.3 Noise

We use the term “seismic noise” as all signals in the waveforms generated by
all other sources than the earthquake of interest. So the noise includes, e.g.,
microseism caused by ground-ocean and ground-wind interaction on large scales,
local wind effects on vegetation, antropogenic noise (traffic, heavy industry etc.),
as well as other earthquakes. Although some of these sources are random (e.g.
two earthquakes from different locations may be observed in the same time at the
station), most of them is more or less stationary in short-time window. Assuming
this stationarity, we can estimate the noise level and its properties in the inverted
record from a before-event noise. We use this approximation for construction of
the data covariance matrix in Chapter 6. In the developed method, we estimate
the noise properties for each component of each station separately, as well as the
correlation between components of any single station.

Usually, the inversion should be restricted on the frequencies where the seismic
waves generated by the earthquake (called signal) are stronger than the noise.
This is not necessary in our developed method, because the noisy frequencies are
automatically filtered out using the data covariance matrix.

4.4 Green’s function modeling

The Earth structure is complex on all scales from molecular to tectonic plates.
Although there is a significant progress in the knowledge of Earth interior, we
could never know it in all details. This is a limitation for seismic source studies,
because we need to model seismic waves. The quality of the (seismic wave veloc-
ity) model makes a high frequency limit for the frequency band in the inversion,
for more detail see Subsection 7.6.1.

Beside a case study in Chapter 2, we do not deal with this issue in this
thesis. Some promising results were reached by Hallo and Gallovič [2016]. They
used used a branch1 of code ISOLA-ObsPy, where they include their developed
estimation of Green’s functions uncertainty. The merging of this branch with
the mainline of the code is one of our future plans, so the code should take into
account both noise as well as modelling error in the inversion and uncertainty
evaluation.

1Branching (in programming and software management) is the duplication of a code so that
modifications can happen in parallel along both branches.
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4.5 Other sources of uncertainty
There are a few other issues which are connected with the result uncertainty. First
of them is the limited number of seismic recordings and their spatial distribution.
In the developed code, the source-station configuration is taken into account and
it affect both condition number and the CMT uncertainty (see synthetic test in
section 8.1.1). Another sources of uncertainty are simplifications in the mathe-
matical description of the earthquake source (point source approximation, fixed
source time function etc.). We deal with some of them, e.g. we omit stations too
close to the epicenter, where the point source approximation is invalid. The other
simplifications cannot be handled in a simple way. The code is mainly developed
to application to small to moderate earthquakes recorded in regional distances,
where the used approximations are more or less valid. For other applications, it is
up to user to decide whether the approximations in the code are still appropriate.
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5. Automated detection of
long-period disturbances in
seismic records; MouseTrap code
Paper by J. Vackář, J. Burjánek, and J. Zahradník, published in 2015 Seismol.
Res. Lett., 86, pp. 442–450.

5.1 Introduction
Sudden disturbances in strong-motion acceleration records, referred to as baseline
offsets, are well known [Boore et al., 2002; Javelaud et al., 2011]. The physical
nature of this phenomenon remains unclear, although some cases are well ex-
plained by a permanent ground tilt [Graizer, 2010; Javelaud et al., 2012]. The
ground tilt may be caused by near-field source effects, or a local tilt at a station
produced by seismic vibrations in highly heterogeneous substrata (i.e., strong
gradients of material properties at small scales). Tilts are frequently observed in
volcanic areas [Wielandt and Forbriger, 1999; Wiens et al., 2005]. Delorey et al.
[2008] performed an experiment showing that tilting of the instrument produces
a long-period disturbance of the characteristic shape.

In these cases, the disturbances predominate on horizontal components. The
disturbances can also have a purely instrumental origin [Boore, 2003; Iwan et al.,
1985; Shakal and Petersen, 2001]. The latter is a more suitable explanation in
cases where the disturbances are also strong on the vertical component.

Similar artifacts have also been reported on different types of broad-band
seismometers worldwide [Delorey et al., 2008; Pillet and Virieux, 2007; Zahradník
and Plešinger, 2005]. A strong disturbance is frequently characterized by a one-
sided pulse in raw output velocity. A weaker disturbance is often masked by
high-frequency content of the velocity record. However, it can be easily visible
in the integrated output of a broad-band instrument (raw displacement) where it
looks like a baseline step, whose duration equals to the seismometer corner period
(Fig. 5.1A).

The disturbances may easily be overlooked in band-pass filtered records. Using
such disturbed records can lead to wrong results in many seismic applications,
e.g. the moment-tensor inversion [Zahradník and Plešinger, 2005; Zahradník et
al., 2008]. Similar problems might arise in the spectral estimation of the moment
magnitude; the disturbed records may erroneously pass through a routine data
quality control, e.g. the signal-to-noise (S/N) control [Sokos and Zahradník,
2013], because the disturbances yield apparently very large values of the S/N
ratio. As seen in Fig. 5.1B, the disturbances cause significant spurious increase
of the spectrum at low frequencies. The signal spectrum is contaminated up to
frequencies much higher than the low-frequency corner of the instrument.

The main objective of this study was to develop a code for an automated
detection of such disturbances aimed at removing them from the routine seismic
data processing. Such a tool would also allow for systematic studies of the dis-
turbances in order to identify and explain their origins. As an application we
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analyzed the disturbances in 18 years of recordings in the Swiss Digital Seismic
Network.

The developed code is available as an ObsPy module (under GNU/GPL li-
cense).

5.2 Modeling the disturbances: forward prob-
lem

Many of the observed disturbances can be modeled as a seismometer response
to an acceleration step on the input [Zahradník and Plešinger, 2005] (Fig. 5.1A).
Thus, a characteristic one-sided pulse appears in the raw velocity output, which
results in a baseline offset in the raw displacement (Fig. 5.2). Note that the step
visible in the raw displacement is not a permanent displacement, but a perma-
nent acceleration (see the acceleration scale at the right-hand side of Fig. 5.2D).
It is because the integrated broad-band output is proportional to displacement
only at frequencies above the low-frequency corner of the instrument, while it is
proportional to acceleration at the low-frequency limit. Consequently, a simple
integration of the instrumentally uncorrected record in its full frequency band will
reveal the characteristic shape of the disturbance (smoothed ramp, see Fig. 5.1A).

Because of its shape, we name the disturbance an “artificial fling step” (for
brevity also “fling step” in the following text). Such disturbances are well known
to users of moment-tensor inversion software ISOLA [Sokos and Zahradník, 2008,
2013], because removal of disturbed records is necessary. Informally, in the com-
munity of ISOLA users, such disturbances are referred to as “mouse”. We use
this informal name in the developed code.

The time series md(t) of the raw displacement disturbance caused by a unit
acceleration step with zero onset time is described by

md(t) =
∫ t

−∞

∫ +∞

−∞
s(τ)τh(t − τ)dτdt , (5.1)

where h(t) is an impulse response of the instrument to input velocity and s(t) is
the input unit acceleration step, i.e. the Heaviside function (s(t) = 1 for t ≥ 1
and s(t) = 0 for t < 0). The inner integral is a time convolution of the input
velocity ramp s(τ)τ and instrument response h(τ). The outer integral transforms
the velocity to displacement.

The disturbances often occur simultaneously on three component recordings;
in another words, the causative acceleration step has three components as well.
Thus we use 4 parameters for the description of a real fling step: time t0 of
the onset of the input acceleration step, amplitude A of the acceleration step
and two spatial angles—horizontal azimuth ϕ and its inclination θ from the hor-
izontal plane. The east, north and vertical components of the raw displacement
disturbance recording are therefore

mE(t) = md(t − t0)A sin ϕ cos θ (5.2)
mN(t) = md(t − t0)A cos ϕ cos θ (5.3)
mZ(t) = md(t − t0)A sin θ (5.4)
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Figure 5.1: A) Example of a fling step disturbance in the integrated output (raw
displacement) of the Nanometrics Trillium T40 seismometer. The disturbance is
well fitted by the simulated instrument response to an acceleration step of ampli-
tude A = 8.7 · 10−7 m · s−2, azimuth ϕ = 209.7◦, and inclination θ = 35.9◦. The
recorded earthquake has magnitude MLh = 1.7 (Swiss Seismological Service), its
epicentral distance is 1.9 km. B) Power spectrum of raw velocity (Z compo-
nent) and of the disturbance. The disturbance dominates in the spectrum up to
frequency ∼0.12 Hz.
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Figure 5.2: Modeling fling step disturbance. The input acceleration step (A) is
equivalent to the velocity ramp (B). After applying the instrumental response
(here for Nanometrics Trillium T40) we get a characteristic one-sided pulse in
the output raw velocity (C), and a fling step disturbance in the raw displacement
(D). The right-hand scale of panel D corresponds to the low-frequency limit of
integrated broad-band output which is proportional to acceleration.

5.3 Fitting the disturbances: inverse problem
Explaining a recorded disturbance by the synthetic fling step formally means
solving an inverse problem with 4 parameters: t0, A, ϕ, and θ. In order to have
a unique solution, A must be positive and the angles ϕ and θ are in intervals
0–360° and −90 to +90°, respectively. The inverse problem is solved by the least-
squares method (LSQ) to minimize the L2-norm difference between the observed
record and synthetic fling step. The agreement is quantified by variance reduction
(V R). Analytical expressions of the partial derivatives with respect to A, ϕ, and
θ are used in the LSQ fitting (see Appendix A for details). The values of t0 are
selected from a grid of values and the inverse problem is solved for the other three
parameters in each grid point; then the corresponding parameters for t0 with the
highest V R are selected.

Besides VR we also need to define a criterion—whether the fling step is present
or absent. To this goal we evaluate an existence criterion

mp = V R − |t0 − tS|
const

, (5.5)

where tS is the S -wave arrival. The term |t0 − tS|/const serves to penalize fling
step disturbances not related to the earthquake in order to exclude false detection
due to noise. The penalty term was motivated by the observation that most
fling steps occur shortly after the S -wave arrival (t0 ≥ tS). The term const is
a numerical constant chosen to be much larger than t0 − tS in case of earthquake-
induced fling step (const = 50 s in application of this paper, chosen ad hoc after
few preliminary tests). If the const is too low, the earthquake-induced fling steps
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Figure 5.3: Agreement between observed records (solid line) and fitted synthetic
disturbances (dashed line) for different values of the existence criterion mp.

might be excluded; if it is too high, many cases where the long-period noise is
fitted by synthetic fling step, such as in Fig. 5.3D, are taken into account. After
visually inspecting dozens of disturbances with various mp values, we set up an
empirical criterion that the cases with mp > 0.7 are fling steps, mp < 0.2 are
not fling steps, and cases 0.2 < mp < 0.7 require visual inspection to distinguish
whether the fling step is present or not. There are examples of records and
fitted synthetic disturbances in Fig. 5.3: Record of station SIMPL (Fig. 5.3A,
mp = 0.75) is a typical example of a strong disturbance. Record of MRGE
(Fig. 5.3B, mp = 0.63) is unclear: when we look at record in detail, the baseline
trend starts seconds before the earthquake and its shape differs from the synthetic
disturbance. At station BERNI (Fig. 5.3C, mp = 0.28) the disturbance might
be present, although it is weak and the shape is not fitted perfectly. In record
of ZUR (Fig. 5.3D, mp = 0.12) there is a relatively well fitted long-period noise,
but with relation neither to an earthquake nor to the studied disturbance.

5.4 MouseTrap code
We implemented the described approach into an ObsPy module called MouseTrap.
The module consists of the following functions:

mouse.create Calculates the instrument output for a given transfer function
and a unit acceleration step on the input.
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PrepareRecord Removes the before-event mean value, integrates record into
displacement, and analyzes the signal-to-noise ratio of the record (ratio of
before-event maximum to record maximum). Testing signal-to-noise ratio
is necessary to prevent explaining strong long-period noise as a disturbance.

mouse.fit_3D Fits a given three-component record with a synthetic fling step.

mouse.exist Distinguishes whether the fling step is present according the fit
value, synthetic fling step amplitude and its ratio to record amplitude. The
output can be optionally the binary value (0, 1), or the mp value.

mouse.params Returns the parameters t0, A, ϕ, and θ of the detected fling
step.

mouse.plot Plots the comparison between observed record and synthetic fling
step.

The module is published under GNU/GPL license, and available at http:
//geo.mff.cuni.cz/~vackar/mouse. The detailed documentation and a few
examples are also on the website. Running the code requires Python interpreter
(version 2.7.x) with ObsPy [Beyreuther et al., 2010] and Matplotlib [Hunter,
2007] libraries installed. The module can be used for two tasks—the fling step
detection in a single record, or the detection of fling steps in a set of records of a
seismic network. The latter requires earthquake catalog in machine-readable or
database form.

5.5 Automated detection of disturbances in a
seismic network

Here we demonstrate the code capabilities through a systematic detection of fling
steps using a database of seismic records. The source code of this procedure
(SwissMouse) can be found at the website mentioned above and the results of
its application to Swiss Digital Seismic Network are described in the following
section. The algorithm flowchart is shown in Fig. 5.4.

The procedure starts with event selection from the database. For each earth-
quake, a set of stations is selected in the distance range according to magnitude
and the Swiss ground motion prediction equation (GMPE) [Cauzzi et al., 2014;
Edwards and Fäh, 2013]. We take into account the stations where the exceedance
of a fixed acceleration value is expected. As a posteriori verification we checked
that only few detected disturbances lie next to the cut-off line of the criterion.
Waveform data and poles and zeros (PAZ) are downloaded from the ArcLink
server. The signal-to-noise ratio (ratio of before-event maximum to record max-
imum) is tested, and the unfavorable records are skipped. Simple parameters of
the records, such as epicentral distance and azimuth, as well as the PGA, PGV,
and PGD values are evaluated. In addition to standard PGA and PGV values,
these values were also calculated in different frequency bands, i.e. the record
was band-pass filtered and then maximal values determined. Next, the fling step
modeling is applied using the MouseTrap code and the inverted parameters of the
fling step are stored in an SQL database. The entire process is fully automated,
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Figure 5.4: Flowchart of the systematic detection of fling steps with database of
records using SwissMouse code.

but the comparison between observed and synthetic waveform is also plotted for
possible visual inspection. Last but not least, correlation plots and histograms,
which are discussed in the following chapter, are automatically plotted using
pre-defined SQL queries.

5.6 Case study: disturbance detection in 18 years
of record of Swiss Digital Seismic Network

We examined 18 years of records of Swiss Digital Seismic Network using the de-
veloped MouseTrap and SwissMouse codes. The purpose was to test the detection
algorithm and obtain a set of fling steps for a rough evaluation of their properties.

The magnitude-distance criterion was met by 6,240 broad-band records, but
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Table 5.1: Statistics of the analyzed records. The records were analyzed by code
SwissMouse while it was applied on 18-years set of Swiss data.

Records total 6,240
Skipped records 5,114

problems with download 1,087
unfavorable signal-to-noise ratio 3,965
gap in data 42
no poles-and-zeros file 20

Analyzed records 1,126
no fling step detected 914
fling step is unclear (visual inspection necessary) 129
fling step detected with no doubt 83

only 1,126 records were passed to further analysis (see Tab. 5.1 for details). From
the analyzed records, in 83 cases a fling step was detected with no doubt (mp >
0.7). Most of the detected disturbances are in records where the seismic signal is
significantly below the saturation level. Another 129 cases were unclear (0.7 >
mp > 0.2), and a visual inspection was necessary for decision about the fling step
existence.

The main properties of fling steps in our dataset can be briefly summarized as
follows: Some directions of the fling step are more frequent. Namely, many of fling
steps were observed in azimuth ϕ equal to 30°, 270°, and 150°, or the opposite di-
rections (Fig. 5.5A). These azimuths coincide with directions of the three inclined
pendulums in Galperin’s design seismographs (like Streinecken STS-2 and Nano-
metrics Trillium T40, which are the most frequent broad-band instruments in the
Swiss Digital Seismic Network). Most of the disturbances are horizontal (θ = 0),
but a significant number have the inclination θ close to ±35° (Fig. 5.5B). The
inclination of the pendulums in the Galperin’s seismographs is 35.3°. Therefore,
these observations might indicate the instrumental origin of the disturbances.
Looking at individual stations, there are stations where most of the fling steps
are horizontal, but correlated neither with the azimuth of the pendulum, nor with
the back-azimuth of the event, and there are some other stations where most of
the fling steps are in the azimuth and inclination of one preferred pendulum
(Fig. 5.5C and Fig. 5.5D).

Fling steps are more common near the epicenter and at higher magnitudes
(Fig. 5.6A). This is probably related to stronger ground shaking, but does not
correlate well with PGA, PGV, or PGD. Beside these parameters the ratio fling-
step / no-fling-step is also dependent on epicentral distance (Fig. 5.6B).

We also evaluated the fling-step / no-fling-step ratio at different seismograph
types (Fig. 5.7A). The ratio is similar for all three types of the broad-band instru-
ments used in Swiss Digital Seismic Network. There are minor differences between
broad-band instruments, but this result is partly influenced by the presence or
absence of events near to the investigated stations.

When we looked at fling step count at the individual investigated stations
(Fig. 5.7B), a large variability was found, ranging from stations very rich in fling
steps to stations with no fling step at all. Some of the stations where fling steps
are common are situated very close to some earthquakes, so fling steps are mostly
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caused by near events (e.g. stations VANNI, FUORN). But there are also stations
(e.g. SIMPL, AIGLE), where the fling step occurrence is high independently of
the epicentral distance of the event (Fig. 5.7C and Fig. 5.7D).

Finally, the disturbance occurrences in Swiss network have no simple rules and
can be hardly predicted. There are stations, where the disturbance occurrence is
much more probable; which might indicate some instrumental problem. Never-
theless we demonstrated their systematic existence especially at stations within
short epicentral distances. Such stations are crucial in moment tensor inversions
of weak events. The tool developed here is capable to detect and characterize such
disturbances, so the disturbed records could be easily removed from processing
without considering their origin.

5.7 Conclusion and discussion
We developed a code MouseTrap for automated detection of fling step distur-
bances in seismic records. The program is available under free license at web-
site http://geo.mff.cuni.cz/~vackar/mouse. The spurious input acceleration
step and the instrument response explain many of the observed disturbances very
well. Fitting the synthetic disturbance into real records provides four parameters
of the input acceleration step, namely its onset time t0, amplitude A, azimuth ϕ,
and inclination θ. The code can be applied either to an individual record or to a
set of records with metadata in a database.

We expect the code to be useful in many applications for automatic data
processing, e.g. waveform inversion and S/N ratio evaluation, where detection
and removal of contaminated records is a must.

We also developed the code SwissMouse for automated analysis of fling step
existence in broad-band records of Swiss Digital Seismic Network over the last 18
years, at stations close to located events. Fling steps are present at all types of
studied broad-band instruments, at many different stations. We observed a higher
percentage of fling steps at some stations. Azimuths of fling steps remain the same
at some (but not all) stations. In particular there is a higher occurrence of fling
steps with azimuths 30°, 90°, and 150°. Most of the fling steps are horizontal, but
a significant number have inclination ∼ 35°. These preferred directions are very
likely related to pendulums in Galperin’s design seismometers, so these cases are
probably of instrumental origin. There is a good reason (supported by limited
authors’ experience) to expect, that in instruments operating with pendulums in
N, E, Z setup, such as e.g. Guralp CMG 3-T, the disturbances might sometimes be
preferentially related to a single component. The fling steps are more common at
records with higher PGA and PGV, near the source, and at higher magnitudes (M
1–4 mostly examined). Besides this paper we have also observed such disturbances
at short-period instruments, where they are naturally characterized by much
shorter durations than at broad-band seismometers.

There are also similar disturbances which can be described as instrument re-
sponse to a spurious step in the input velocity [Zahradník and Plešinger, 2010],
which can be explained as caused by saturation in the force-balance system. These
might be implemented in future updates of the MouseTrap code, including diag-
nostics of a joint occurrence of both kinds of disturbances. Another challenging
issue is to develop the fling step detection in continuous records.
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Figure 5.5: Azimuths (A) and inclinations (B) of the fling step disturbances in
the 18-years dataset of disturbances detected in the Swiss Seismic Network. For
better visibility, the azimuth is restricted to the interval 0–180° and inclination to
0–90° because some of disturbances are in direction of the pendulum and some in
the opposite direction. There are some stations where the fling steps are nearly
horizontal and in different azimuths (C), and some other stations where all the
fling steps have azimuth and inclination of one preferred pendulum (D).
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Figure 5.7: Fling steps count at studied broad-band sensors (A). Fling steps
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5.8 Appendix
Analytical expressions of partial derivatives are used during least-squares fitting
of observed record by synthetic fling step.

Let us have a three component record with north-south, east-west, and vertical
components sN

i , sE
i , and sZ

i , respectively, where i indexes time samples. We want
to minimize the difference between the record and a synthetic disturbance mi by
finding proper amplitude A, azimuth ϕ, and inclination θ of the disturbance. The
difference in the L2-norm∑

i

(
sN

i − Ami cos ϕ cos θ
)2

+
∑

i

(
sE

i − Ami sin ϕ cos θ
)2

+
∑

i

(
sZ

i − Ami sin θ
)2

(5.6)
should be minimal, so its partial derivatives should be zero.

From ∂
∂ϕ

= 0 we get
∑

i mis
E
i∑

i misN
i

= sin ϕ

cos ϕ
= tan ϕ . (5.7)

From ∂
∂θ

= 0 we get
∑

i mis
Z
i∑

i mi (sN
i cos ϕ + sE

i cos ϕ) = sin θ

cos θ
= tan θ . (5.8)

From ∂
∂A

= 0 we get

∑
i mi

(
sN

i cos ϕ cos θ + sE
i sin ϕ cos θ + sZ

i sin θ
)

∑
i m2

i

= A . (5.9)
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6. Covariance matrix of the noise
This chapter is based on Section 3 of Vackář et al. [2017].

In this section we describe the construction of the data covariance matrix
CD. In our definition, it reflects the properties of the seismic noise. We assume
that seismic noise time series can be considered as a stationary Gaussian random
process with zero mean. Then the data covariance matrix can be written for a
discrete series x(ti), which represents a single component of seismic noise at a
single station, as [Tarantola, 2005, Example 5.1]

CD =

⎛⎜⎜⎜⎜⎝
C(τ0) C(τ1) · · · C(τN−1)
C(τ1) C(τ0) · · · C(τN−2)

... ... . . . ...
C(τN−1) C(τN−2) · · · C(τ0)

⎞⎟⎟⎟⎟⎠ . (6.1)

where C(τk) is a value of covariance function for a time lag τk and N is a number
of samples in the discrete series x(ti) . For estimation of the covariance function,
we assume ergodicity, so that the averaging over realizations can be replaced
by averaging over time. Then the covariance for discrete time series may be
estimated as the auto-correlation defined by

C(τk) ergodicity= (x ⋆ x)[τk] def= 1
2N + 1

N∑
m=−N

x[τm] x[τm+k] . (6.2)

So far, we have assumed only a single scalar time history of the noise (i.e.,
a single component of the motion at a single station). Nevertheless, the data
covariance matrix could be generalized for the three component noise recordings
acquired at L stations. In general, one should assume all potential correlations in
the recorded noise wave field, so that the full covariance matrix would consist of
3 times L matrices defined in equation (6.1). On one hand, since the noise wave
field still consists of propagating seismic waves (e.g., surface waves), one cannot
neglect the correlation between the components of recorded ground motion at a
single station. On the other hand, we assume zero correlations between the noise
recordings at different stations. This is valid assumption for stations which are
far away from each other and for high frequency seismic noise, so that different
noise sources dominate the recording at different stations. For stations close to
each other, seismic arrays, collocated sensors, and for low frequency noise, it
might be useful to take into account cross-covariance between stations. The data
covariance matrix for two stations, each of them with three components (with
ordering station first and then components) would be then [ibid., eq. 5.10–5.11]

CD =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CZZ
st1 CZN

st1 CZE
st1 0 0 0

CNZ
st1 CNN

st1 CNE
st1 0 0 0

CEZ
st1 CEN

st1 CEE
st1 0 0 0

0 0 0 CZZ
st2 CZN

st2 CZE
st2

0 0 0 CNZ
st2 CNN

st2 CNE
st2

0 0 0 CEZ
st2 CEN

st2 CEE
st2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6.3)
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a) b)

Figure 6.1: Example of data covariance matrix (panel a) and related seismograms
(panel b). We generated synthetic data for three 3-component stations for a given
seismic source and added planar wave white noise coming from azimuth 54° and
inclination −21°, so all components are affected (panel b). The data covariance
matrix CD (panel a) is calculated from the before event noise (orange time window
in panel b). The data covariance matrix consists of three large non-empty blocks
corresponding to three stations, their 3 × 3 sub-blocks correspond to auto- and
cross-covariance of the 3 components. We can see that some components are
correlated (red color at the diagonal) and the others anticorrelated (blue color).
The correlation between stations is assumed to be zero.

where blocks on the diagonal (e.g., CZZ
st1 , CNN

st1 , etc.) are given by Eqs. (6.1 and
6.2), while at non-diagonal blocks (e.g., CEN

st1 , CEZ
st1 , etc.) are given by Eq. (6.1),

except C(τk) is discrete cross-covariance, estimated by discrete cross-correlation,
so that, for example,

CEZ(τk) ergodicity= (xE ⋆ xZ)[τk] def= 1
2N + 1

N∑
m=−N

xE[τm] xZ [τm+k] , (6.4)

would be an estimate of cross covariance for East-West (xE(ti)) and vertical
component (xZ(ti)) noise time series at a single station. The empty blocks are
from the assumption that the seismic noise is not correlated between the seismic
stations.

We illustrate a data covariance matrix on a simple example in Fig. 6.1.

6.1 Standardized data calculated using the co-
variance matrix

The real vs. synthetic waveform match is commonly plotted as it provides visual
control of the difference between the reality and a model. For the most simple
case of the inverse problem with diagonal data covariance matrix with constant
data variance σ2 (CD = σ2I), the solution of the inverse problem (eq. 3.1) is

m̃ =
(

GT
(
σ2I

)−1
G
)−1

GT
(
σ2I

)−1
dobs =

(
GT G

)−1
GT dobs . (6.5)

Then the real/synthetic waveform difference, which is plotted, is also minimized
in the L2-norm. For general CD described in this chapter, interpreting such a
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waveform match as a criterion of the fit quality is problematic, because the misfit
value and the difference between the real and synthetic waveform is weighted by
the data covariance matrix (Eq. 3.3). Consequently, a large difference between
the observed and simulated waveforms may be caused by frequencies which are
actually suppressed in the inversion by the effect of CD and the stations with the
largest amplitudes might not be the ones with the largest impact. In this section,
we present a way how to visualize the waveform difference, which is directly
related to the minimized misfit.

Since CD is positive-definite matrix by its definition (we use biased estimate of
the covariance function in Eqs. 6.1 and 6.3), we can use Cholesky decomposition
[Cholesky, 1910; Hazewinkel, 2001].

C−1
D = LLT . (6.6)

Then we can rewrite the misfit definition (Eq. 3.3) in the following way:

misfiti = (dobs − Gm̃i)T LLT (dobs − Gm̃i) =

=
(
LT dobs − LT Gm̃i

)T (
LT dobs − LT Gm̃i

)
=

= (d′
obs − d′

i)
T (d′

obs − d′
i) ,

(6.7)

where

d′
obs = LT dobs

d′ = LT Gm̃i .
(6.8)

The difference between d′
obs and d′ (called standardized residuals, according to

Dettmer et al. [2014]) is minimized in the L2-norm, so it can be plotted to visual-
ize waveform agreement as used in inversion. The effect of the automated station
weighting and frequency filtering, that are also included in the approach, (shown
in Section 8.1) can be seen in d′

obs (standardized observed data) and d′ (stan-
dardized synthetic data) also. As a drawback, the information at components of
d′

obs (standardized data) may be mixed compared to components of dobs (original
data). This may happen if, e.g., the noise on horizontal components E and N is
strongly correlated. Then the information about its correlation, contained in CD,
helps in the inverse problem, but the CD also causes tradeoff between components
E and N of standardized waveforms. This tradeoff is intrinsically connected with
removing the effect of the noise correlated between components.

6.2 Formulation of the inverse problem in the
spectral domain

Initially, we intended to solve the inverse problem (described in Chapter 3) in
spectral domain, because the records can be time-shifted with lower computa-
tional expenses there. Later, we decided to solve the problem in the time domain
by a pre-calculated set of time-shifted data vectors d, which are the same for all
points of the space-time grid, where we search the hypocenter. We decided to
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keep the formulation in spectral domain in the thesis, although it was not used
finally, for the case it would be useful for someone.

The general equation of the inverse problem (eq. 3.1) is valid also in the
spectral domain, but we have to define what is contained in our new data vector
d̂ and forward problem matrix Ĝ, and find out what is contained in covariance
matrix in spectral domain ĈD.

The data vector and the forward-problem matrix are composed of spectra of
the single components ordered in the following way (here an example for two
stations with components Z, N , E)

d̂ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

D̂Z
st 1

D̂N
st 1

D̂E
st 1

D̂Z
st 2

D̂N
st 2

D̂E
st 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; Ĝ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ê1Z

st 1 Ê2Z

st 1 . . . Ê6Z

st 1

Ê1N

st 1 Ê2N

st 1 . . . Ê6N

st 1

Ê1E

st 1 Ê2E

st 1 . . . Ê6E

st 1

Ê1Z

st 2 Ê2Z

st 2 . . . Ê6Z

st 2

Ê1N

st 2 Ê2N

st 2 . . . Ê6N

st 2

Ê1E

st 2 Ê2E

st 2 . . . Ê6E

st 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6.9)

where D̂X
st m is the spectrum of component X of station m, obtained from ob-

served seismogram DX
st m by Discrete Fourier Transform (DFT), and Êi

X

st m is the
spectrum of elementary seismogram of elementary moment tensor i and the spec-
ified station m and component X, obtained as DFT of EiX

st m. The ordering is
exactly the same as ordering used finally in formulation in the time domain, for
more details see further eq. 7.21.

We introduce a matrix of Discrete Fourier Transform (DFT matrix) [Brokešová,
2008]

F1 =
(

ωjk

√
N

)
j,k=0...N−1

=

= 1√
N

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 · · · 1
1 ω ω2 ω3 · · · ωN−1

1 ω2 ω4 ω6 · · · ω2(N−1)

1 ω3 ω6 ω9 · · · ω3(N−1)

... ... ... ... . . . ...
1 ωN−1 ω2(N−1) ω3(N−1) · · · ω(N−1)(N−1)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(6.10)

where ω = e− 2πi
N and N is the length of the data vector D̂.

The DFT matrix transforms one time series to frequency domain. If we have
data vector or forward problem matrix composed of more time series, which
should be transformed independently, the DFT matrix will be composed of blocks,
which are given by eq. 6.10

F =

⎛⎜⎜⎜⎜⎝
F1 0 · · · 0
0 F1 · · · 0
... ... . . . ...
0 0 · · · F1

⎞⎟⎟⎟⎟⎠ (6.11)
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.
Then we can write Fourier transform of the data vector and the forward

problem matrix as

d̂ = Fd ; Ĝ = FG . (6.12)

Now we rewrite general equation of the inverse problem (eq. 3.1) using inverse
Fourier transform G = F−1Ĝ and d = F−1d̂

m̃ =
((

F−1Ĝ
)T

C−1
D F−1Ĝ

)−1 (
F−1Ĝ

)T
C−1

D F−1d̂obs . (6.13)

Using (AB)T = BT AT we get

m̃ =
(

ĜT
(
F−1

)T
C−1

D F−1   Ĝ
)−1

ĜT
(
F−1

)T
C−1

D F−1   d̂obs . (6.14)

Now we do some algebra with parts of the last equation highlighted by brace

(
F−1

)T
C−1

D F−1 =
(
FT
)−1

(FCD)−1 =
(
FCDFT

)−1
, (6.15)

where we have used (AB)−1 = B−1A−1 and
(
AT

)−1
= (A−1)T .

If we denote two-dimensional (2-D) Fourier transform of CD as ĈD = FCDFT ,
we can write formula for the inverse problem in the exactly same form as in the
time domain

m̃ =
(
ĜT Ĉ−1

D Ĝ
)−1

ĜT Ĉ−1
D d̂obs . (6.16)

We can easily show, that ĈD is a 2-D Fourier transform of matrix CD. Using
(AB)jk = ∑N

n=0 AjnBnk and by substitution for DFT matrix components (here
for one component or time series) from eq. 6.10 we get

(F1C)jk =
N−1∑
n=0

ωjn

√
N

Cnk

(F1CFT
1 )jk =

N−1∑
n=0

(
N−1∑
m=0

ωjm

√
N

Cmn

)
ωnk

√
N

=

=
N−1∑
n=0

N−1∑
m=0

Cmn
ωjm

√
N

ωnk

√
N

= 1
N

N−1∑
n=0

N−1∑
m=0

Cmne−2πi
(jm+nk)

N

(6.17)

The previous formula is derived for a single component. Now we show how
it can be generalized for more components and more stations with high compu-
tational efficiency. To obtain the covariance matrix for more components, the
2-D Fourier transform is done block-by-block. Here we show an example for two
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stations st1 and st2, each of them with two components N and E. The matrix
for more stations / components can be obtained in analogous way.

⎛⎜⎜⎜⎝
F 0 0 0
0 F 0 0
0 0 F 0
0 0 0 F

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝

CNN
st1 CNE

st1 0 0
CEN

st1 CEE
st1 0 0

0 0 CNN
st2 CNE

st2

0 0 CEN
st2 CEE

st2

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎝

F 0 0 0
0 F 0 0
0 0 F 0
0 0 0 F

⎞⎟⎟⎟⎠ =

=

⎛⎜⎜⎜⎜⎜⎝
FCNN

st1 FCNE
st1 0 0

FCEN
st1 FCEE

st1 0 0
0 0 FCNN

st2 FCNE
st2

0 0 FCEN
st2 FCEE

st2

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎝

F 0 0 0
0 F 0 0
0 0 F 0
0 0 0 F

⎞⎟⎟⎟⎠ =

=

⎛⎜⎜⎜⎜⎜⎝
FCNN

st1 F FCNE
st1 F 0 0

FCEN
st1 F FCEE

st1 F 0 0
0 0 FCNN

st2 F FCNE
st2 F

0 0 FCEN
st2 F FCEE

st2 F

⎞⎟⎟⎟⎟⎟⎠ ,

(6.18)

The previous formulas show, how a linear inverse problem in the Bayesian for-
mulation can be solved in the frequency domain and how the vectors and matrices
can be transformed. The inversion itself could have very similar computational
expenses both in time and frequency domain, but the frequency domain can be
slightly more effective if we have to do time-shifts of the data vector. Finally,
this formulation was not used in the developed method, but it is valid generally
for various inverse problems, so we decided to keep it in the thesis.
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7. Developed method and its
technical aspects
Lead-in text of this chapter is based on Section 6 of Vackář et al. [2017].

The method described in the previous Chapters 3 and 4, together with a
few other procedures for optimal data selection and some plotting routines, is
programmed as a software package ISOLA-ObsPy, which can be used for fully
automated moment tensor inversion, including near-real-time data flows, as well
as large data sets of previously recorded events.

The package includes automated data retrieval (saved in any file format sup-
ported by ObsPy [Krischer et al., 2015] or accessible via ArcLink [SeisComP3
documentation]), removal of components with various instrumental disturbances,
setting frequency ranges for each station individually according to its distance and
event magnitude, and full-waveform inversion in space-time grid around hypocen-
ter. The size of the space-time grid is automatically chosen according to the lo-
cation uncertainty and magnitude. Time sampling is 100-times higher then the
high limit of the inverted frequency band. Spatial sampling can be adjusted by
user by entering horizontal and vertical step directly and/or by entering maximal
number of grid points.

Grid search over time and space is effectively combined with analytical (least-
squares) MT inversion in a Bayesian framework. This way not only the best
solution is found, but also the full posterior probability density function of the
CMT is inferred. The marginal probability density function for any CMT pa-
rameter can be plotted. Data covariance matrix calculated from the before-event
noise yields an automated weighting of the stations according to their noise levels
and also serves as an automated frequency filter suppressing noisy frequencies.
To speed up the inversion, the time demanding tasks such as the Green’s function
calculations and the spatial grid search are parallelized. The software package is
programmed as versatile as possible in order to be applicable in various networks
ranging from local to regional.

The code shares some similarities with the broadly used ISOLA software
[Sokos and Zahradník, 2013] in terms of the inversion methods and input/out-
put file structures, but most codes have been re-written from the scratch for
maximum computational efficiency (combing Fortran and Python, using ObsPy,
NumPy, and MatPlotLib). In contrast to ISOLA, whose advantage is in a friendly
manual processing of individual events using Matlab GUI, the new codes are in-
tended rather for a massive automated application on large sets of earthquakes
from a database, and/or for near real-time applications.

Although the process is fully automated, the inversion can be visually in-
spected later. For this reason, many figures are automatically plotted.

The ISOLA-ObsPy software package is available under GNU/GPL licence1

and can be downloaded from http://geo.mff.cuni.cz/~vackar/isola-obspy/,

1The GNU General Public License (GNU GPL) is a widely used free software license, which
guarantees end users the freedom to run, study, share and modify the software. Available at
https://gnu.org/licenses/gpl.html
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where there is also full documentation.
In the following sections we describe all the process from an earthquake alert

to visualized result including all technical details.

7.1 Technical solution
In this section, we add some technical details related to the developed method
extending the description in the lead-in of this chapter.

For programming the automated CMT inversion, we have chosen Python be-
cause it is powerful and high-level programming language, with a wide range of
standard libraries, and it is available for many operating systems. During the
development, we appreciated high code readability and syntax which enable to
express concepts in a brief way. We wrote the package using object-oriented
programming2. The core of the package is a class3 ISOLA. This class contains
input data (like seismograms and initial location), calculated intermediate prod-
ucts (like the data covariance matrix), and results (e.g. most probable CMT and
its uncertainty), as well as methods performing all steps of the calculation. This
concept enables an easy implementation of the method to a larger product, like a
program for real time data processing or analysis of a large dataset of historical
earthquakes. In such application (one is described in Section 8.2), each analyzed
earthquake is a separate instance4 of class ISOLA, having its own data and results.

In the development, we benefit from many standard libraries of Python and
seismological toolbox ObsPy. We list the used libraries in Table 7.1.

Table 7.1: Libraries used in class ISOLA.

library used for
math basic mathematical operations
numpy linear algebra matrices and operations with them
subprocess executing code for Green’s function calculation
shutil file manipulation (copying etc.)
multiprocessing running computationally expensive calculation in parallel
re regular expressions (parsing ASCII data files)
fractions calculating least common multiple
warnings control of warning messages
pyproj.Geod transformation of geodetic coordinates
scipy interpolation, reading Fortran binary files
os.path operations with file path
psycopg2 reading network info from SeisComp (PostgreSQL) database
matplotlib MATLAB-like plotting
obspy seismological toolbox

The calculation of Green’s functions is out of scope of this thesis. They are
computed by code axitra [Bouchon, 1981; Coutant, 1989], which is called from
our code.

2concept of programming, which uses “objects”, which may contain several data fields (often
called ‘attributes’) and code in the form of procedures (called ‘methods’)

3program-code-template for creating objects, providing initial values for member variables
and implementations of the methods

4a concrete realization of the class
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The most computationally demanding parts of the calculation are calcula-
tion of the Green’s function and searching the solution of the inverse prob-
lem on space-time grid. These two parts are parallelized using Python module
multiprocessing. This module runs separate tasks as subprocesses and allows
the programmer to fully leverage multiple processors on a given machine.

7.2 Input data
The location is one of the main input data for our code. Namely we need the
following: epicenter coordinates, origin time, hypocenter depth (all including its
uncertainty), and magnitude. The location can be just approximate, because
the centroid position and time is then grid-searched around the given position.
The location uncertainty, which is used later to calculate the space-time grid
extend, must be set also. It is upon the user to consider whether the location
uncertainty in a catalog or calculated by a location code is realistic; especially
the depth uncertainty is often underestimated. The magnitude can be also an
estimate, e. g. ML; it serves for estimation of maximal possible hypocenter-to-
centroid distance. All previously mentioned values can be read from file in ISOLA-
compatible format (by function read_event_info) or can be set directly (by
function set_event_info).

Beside location, some other parameters must be set, which control technical
aspects of the calculation and add some information about location uncertainty.
These parameters are listed in Table 7.2. They can be set when initializing class
ISOLA.

A 1-D crustal velocity model is needed for calculation of the Green’s func-
tions. It should be in format of the code axitra, which is used for calculation of
elementary seismograms. It is read by function read_crust.

Technically, the waveforms and metadata related to the stations are also input
data. They can be provided directly by user as files, but do not have to be, the
code can download the waveforms directly from ArcLink server. We describe the
ways of obtaining the waveforms in the following chapter.

7.3 Waveforms and metadata downloading
We need three things related to the waveforms: positions of seismic stations,
instrument parameters, and waveforms themselves. There are two ways of ob-
taining configuration of seismic network, i.e. coordinates of the seismic stations.
The stations, together with their coordinates, may be listed in a text file (for-
mat compatible with ISOLA, read by function read_network_coordinates) or
all required information may be obtained from SeisComP3 database (by function
read_network_info_DB). Technically, it means that the code connects directly to
PostgreSQL database and queries stations, which have been in operation during
the event and lies within a circle around epicenter. The radius of the circle rmax

is the following empirical function of magnitude

rmax = 1000 · 22MW [m] , (7.1)
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Table 7.2: Parameters of class ISOLA.

parameter default
value

description

location_unc 0 Horizontal uncertainty of the location in
meters

depth_unc 0 Vertical (depth) uncertainty of the location
in meters

time_unc 0 Uncertainty of the origin time in seconds
deviatoric False If False: invert full moment tensor (6 com-

ponents); if True invert deviatoric part of
the moment tensor (5 components)

step_x 500 Preferred horizontal grid spacing in meter
(in m)

step_z 500 Preferred vertical grid spacing in meter (in
m)

max_points 100 Maximal (approximate) number of the grid
points

threads 2 Number of threads for parallelization
circle_shape True If True, the shape of the grid is cylinder,

otherwise it is rectangular box
use_precalculated_Green False Use Green’s functions calculated in the pre-

vious run
rupture_velocity 1000 rupture propagation velocity in m/s, used

for estimating the difference between the
origin time and the centroid time

decompose True Performs decomposition of the found mo-
ment tensor in each grid point

s_velocity 3000 Characteristic S-wave velocity used for cal-
culating number of wave lengths between
the source and stations (in m/s)

logfile ’output/log.txt’ Path to the logfile

which we obtain by trialing different functions during testing the code within
Swiss Seismic Network. In addition, we exclude stations too close to the epi-
center. From our experience, such stations make the inversion unstable and it is
hardly possible to fit their waveforms. It is probably because the point source ap-
proximation is inappropriate in case of them, and their waveforms are dominated
by effects of finite source. The minimal distance rmin is set up to the estimated
rupture length drup multiplied by factor 2.

rmin = 2 · drup = 2 ·
√

111 · 10M [m] , (7.2)

where M is the estimated magnitude of the event, and the formula for estimated
rupture length is derived from Somerville et al. [1999, formula M = log A + 3.95,
area A in square km]. Now we have a set of stations in an annulus around
epicenter.

We are mostly interested in broad-band stations, so during automated station
selection (from the SeisComP3 database) we skipped all stations whose channel
codes are not labeled “HH*” or “BH*” [Halbert, 2012]. The maximal number of
inverted stations is set by default to 21; if there are more of them loaded, we take
just the closest ones.

Once we have defined stations of interest, their waveform must be obtained.
The first option is reading data from files. We can add data from each station sep-
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arately (functions add_NEZ and add_SAC), or all together (function load_files),
if the files are in the same directory and the filenames keep a standard. Together
with data, we usually load response files, which describe instrument response of
the measuring device. For waveforms, the supported formats are 4-column (time
and north, east, and vertical components) text file in ISOLA format and all for-
mats supported by ObsPy. For metadata, supported are ISOLA poles&zeros files
and station-XML response files.

The second option is reading data via ArcLink (function load_streams_ArcLink).
The ArcLink protocol is a part of SeisComP3 package and enables obtaining seis-
mic data from specified stations and defined time window by querying ArcLink
data server. It allows easy processing of large datasets and near real-time ap-
plications. Together with reading network setting from SeisComP3 database, it
makes possible to analyze a set of earthquakes just with a list of events, with no
need to care about data preparation. During downloading from ArcLink server,
the stations where data are not available or some component is missing are re-
moved from further processing. In the current version of the code, entire station
is removed in case of missing component. For technical reasons, removed are also
sensors with components with unknown orientation (typically sensors in bore-
holes). Obtaining network configuration from SeisComP3 database as well as
downloading data from ArcLink server was tested (and successfully used) against
ETH Zurich SeisComP3 and ArcLink server.

7.4 Detection of disturbances

From a variety of possible disturbances, which may occur in seismic records, we
believe that so called fling step (also mouse or ping) is the most dangerous one.
Technically, it corresponds to step in acceleration on seismograph input, which
results in the characteristic shape on the instrument output. Due to its long-
period character, it can be easily overlooked in band-pass filtered records. If the
disturbed record is kept in inversion, it often results in misleading result. And
last but not least, such disturbances are quite common. Inspired by Zahradník
and Plešinger [2005, 2010], we have studied these disturbances in paper Vackář
et al. [2015] (included in this thesis as Chapter 5).

In the proposed method, we use own code for detection of disturbances.
The code was originally described in Vackář et al. [ibid.], the current version
is available at http://geo.mff.cuni.cz/~vackar/mouse/. The code detect dis-
turbances which correspond to a step in input acceleration of the instrument,
another type of disturbance which correspond to a step in input velocity is not
detected. In the ISOLA-ObsPy code, it is called from function detect_mouse,
which also evaluates the result. Components, where the disturbance is detected,
are skipped from the inversion, but they are still kept in memory and are plotted
in the waveform fit figure. In the detection, a disturbance is modeled for given
instrument and fitted into observed record, so an amplitude of the best-fitting
disturbance is calculated as well as the fit value (variance reduction) between the
modeled disturbance and the record. The record is considered as disturbed if the
amplitude and fit value exceed one of the empirically established threshold of val-
ues (obtained by testing on dozens of disturbed records and minimizing number
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of false detections) listed below:

amp > 500e − 9 ∧ fit > 0.6
amp > 100e − 9 ∧ fit > 0.8
amp > 70e − 9 ∧ fit > 0.9
amp > 5e − 9 ∧ fit > 0.94

fit > 0.985

(7.3)

7.5 Instrument response deconvolution
Instrument characteristics, namely poles, zeros, and gain, are typically obtained
together with data, when they are read from files or ArcLink server. Observed
data are then corrected using ObsPy function Trace.simulate. Before correc-
tion, the mean value is subtracted and highpass filter with frequency 0.01 Hz is
applied on observed data. It is assumed, that the inversion in the next steps
will not be carried out at frequencies lower than 0.01 Hz. All this is done within
function correct_data.

7.6 Choosing optimal sampling and other pa-
rameters

In this chapter, we have to set up some variables, e.g. limits of inverted frequency
band, various time window lengths, etc. For some of them, we have an objective
criterion, the others have to be chosen more or less ad hoc. Their default values
have been selected after testing different values as the best working option, but
in some other applications, it might be useful to change them. Most of such
variables can be changed by user simply as parameters of particular functions.
The rest of them can be changed simply in the source code, which is open source.

7.6.1 Frequency ranges
Frequency band for the inversion is set by user (by setting parameters of function
set_frequencies). The low frequency limit fmin should correspond to the lowest
frequency which can be measured by used instrument, the high frequency limit
fmax should reflect the highest frequencies which can be satisfactorily modeled
in the used velocity model; for details, see below. This frequency range should
also reflect spectrum of the source. Contrary to some other codes, e.g. ISOLA,
the selected range does not need to take care of the noise spectrum (e.g. mi-
croseisms), because the noisy frequencies are automatically downweighted by the
data covariance matrix.

The high frequency limit from this manually selected range is then automat-
ically decreased at distant stations, where we assume that the high frequencies
cannot be satisfactorily modeled. The number of wavelengths n at characteristic
S -velocity vS is used as an objective criterion for setting maximal frequency f sta

max

for a given station.
f sta

max = min(fmax,
n vS

r
) , (7.4)
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where rsta is the distance between the source and station. Parameters vS and n
are by default 3000 m/s and 5, respectively, or can be set by user.

7.6.2 Working sampling
The target working sampling is determined from the high-frequency limit (the
same for all stations) as an 8-times higher frequency than maximal inverted fre-
quency fmax to keep distance between bandpass high frequency limit and the
Nyquist frequency of sub-sampling. Then we determine common sampling rate
Scomm as the greatest common divisor (GCD) from sampling rates of single com-
ponents s1, s2. . . The decimation factor d, which is the quotient of these two
numbers, is then rounded by the floor function to enables integer decimation fac-
tor. The used working sampling Sused is finally determined as a quotient of Scomm

and d.
Scomm = GCD (s1, s2 . . .)

d = ⌊Scomm

8fmax

⌋

Sused = Scomm/d

(7.5)

7.6.3 Time window for the inversion
For the waveform modeling, we need a time window, which includes all waveforms
of the seismic event, but it should not be too long, because the computational
expenses groves with its length. For simplicity, we use the same time window for
all stations. The start time is fixed to 20 second before the origin time in the
current version of the code

tmin = torig − 20 s . (7.6)

The end time is given by formula

tmax = torig + lmax/vsurf , (7.7)

where lmax is the distance from the hypocenter (the deepest tested depth below
epicenter) to the most distant station and vsurf is a reference velocity of the
slowest surface wave group (1000 m/s by default). The time window, as well as
the number of samples, is calculated by function set_time_window.

7.6.4 Number of samples
The number of samples both for the inversion as well as for the calculation of
the Green’s functions has to be chosen. The number of samples for the inversion
(npts_slice) is calculated by the following formula

npts_slice = ∥tmax · Sused∥ , (7.8)

where the symbols ∥ ∥ stands for rounding to integer value. The number of
samples for the calculation of the Green’s function (npts_elemse) is calculated
by the following formula

npts_elemse = next_power_of_2 {∥ (tmax − tmin) · Sused∥} , (7.9)
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where we round up to the next power of 2 because the code used for calculation
of Green’s function, axitra, require such lengths of records due to implementa-
tion of Fast Fourier Transformation.

The number of samples, as well as the time window, is calculated by function
set_time_window.

7.7 Space-time grid
The moment tensor inverse problem is linear in moment tensor components, but
non-linear in centroid position and time. We perform grid search over these 4
parameters (3 space coordinates and time) and we calculate analytically the other
parameters in each grid point. In this section, we describe how is the space-time
grid chosen.

The space grid is arranged by function set_grid. The shape of the grid is
a cylinder or rectangular box around the given hypocenter. The cylinder is the
default option, it can be changed by parameter circle_shape of class ISOLA (see
Table 7.2). The radius rgrid is the sum of location uncertainty σloc (parameter of
class ISOLA) and estimated rupture length drup

rgrid = σloc + drup . (7.10)

The vertical extent of the grid is a function of the given location depth zhyp,
depth uncertainty σdepth, user-given minimal depth zlimit (parameter of function
set_grid, default value 1000 m), and estimated rupture length drup

zmin = max(zlimit, zhyp − σdepth − drup)
zmax = zhyp + σdepth + drup ,

(7.11)

where we estimate the rupture length drup according to

drup =
√

111 · 10M [m] , (7.12)

where M is the estimated magnitude of the event; and the result is in meters.
The grid sampling is controlled by parameters step_x, step_z, and max_points
of class ISOLA. First, number of grid points in case of using parameters step_x
for horizontal spacing and step_z for vertical spacing is calculated. If it exceeds
max_points, both horizontal and vertical spacing is increased by such factor, that
the number of grid points correspond to max_points.

The time grid is set up by function set_time_grid. The first and the last
tested time, tmin and tmax, respectively, are given by

tmin = thyp − σt − drup/vrup [s]
tmax = thyp + σt + drup/vrup [s] ,

(7.13)

where vrup stands for approximate rupture velocity (parameter of class ISOLA).
The grid step in time ∆t is fixed to one percent of minimal inverted period

∆t = 0.01/fmax . (7.14)

Finally, the minimal and maximal tested time and the time step are rounded
to the greatest common divisor of station sampling Scomm, thus the shifting of
records do not require any interpolation.
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Table 7.3: Parameters of code AXITRA. Symbol rmax denotes epicentral distance
to the most distant station, its formula means 20-times the distance, rounded to
kilometers, and at least 2000 km.

parameter default value description
nc 99 number of crust model layers (ignored)
nfreq ∥npts_elemse/2∥ + 1 number of evaluated frequencies
tl npts_elemse/Sused time-window length in seconds
aw 0.5 artificial attenuation in DWN method
nr nstations number of receivers
ns 1 number of sources
xl max (⌈rmax⌉, 100e3) · 20 space periodicity in meters
ikmax 100000 max. number of the summed terms in DWN
uconv 0.1E-06 convergence criterion for DWN method
fref 1.

7.8 Green’s function and elementary seismograms
Calculation of the Green’s function is one of the key parts of the moment ten-
sor inverse problem and in a typical calculation it is the most computationally
demanding part.

The Green’s functions are computed by code axitra [Bouchon, 1981; Coutant,
1989]. This code is internally called from function calculate_Green with con-
figuration parameters listed in Table 7.3. Time variation of the moment rate is
delta function.

The output of the code is in a form of 6 elementary seismograms in a basis,
which is defined further in Section 7.10.

7.9 Data filtering and resampling
For the inverse problem calculation, the observed seismograms must be compa-
rable to the synthetic elementary seismograms. Specifically, they have to have
the same sampling rate, length, and if the firsts are filtered, the seconds must be
filtered in the exactly same way and vice versa. For the inversion described in
Chapter 3, we need not only a time window containing the earthquake, but also
another time window for the noise analysis.

Technically, all this is provided by function trim_filter_data and function
decimate_shift, using also functions prefilter_data and my_filter, which
are called internally from the previous two.

First, parts of seismograms for the noise analysis are copied from the original
ones. If their length and start time is not chosen manually, they are 4-times longer
than the inverted time window and their end time is the same as start time of
the inverted time window. If a component of seismogram is not long enough (e.g.
because of a gap in the data), the noise time window is shorter for the component,
but if the length is shorter than 110 %, the noise is not analyzed at all and just
“standard” inversion without noise covariance matrix is allowed. Than the noise
record is sampled down to sampling two-times higher than inverted sampling rate
and filtered by the same filter as the data (described in the following paragraph),
but with two-times wider both low- and high-frequency limits of the filter. This
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factor two is to avoid considering limits of the filter as low-noise part of spectrum
in the noise covariance matrix.

Second, we focus on the part of record, which contains the earthquake. It is
necessary to make it comparable to elementary seismograms, which are computed
just up to a frequency specified in Section 7.8. To reach that, we transform the
record to the spectral domain by Fast Fourier Transformation (FFT), drop the
frequencies above that limit, and transform it back to the time domain using
inverse FFT. We did a synthetic test proving that this operation is necessary for
100% fit in cases when the elementary and synthetic ‘observed’ seismograms are
calculated with different high-frequency limits.

The trial time shifts are set before (see Section 7.7). For every time shift,
the inverted time window is copied from the record prepared as described in the
previous paragraph. Then, the record is sampled down to the sampling frequency
of the Green’s functions. No anti-alias filter is applied, because everything above
Nyquist frequency is removed before in the spectral domain. The downsampling
after trimming record is necessary because the time shifts are (much) smaller then
the sampling rate. Now, we have a set of data vectors for the inversion procedure,
where each element of the set corresponds to one of the trial time shifts.

7.10 Inverse problem
The mathematical formulation of the inverse problem is described in Chapters 3
and 6. Here we add just a few details. First we define the used basis of elementary
moment tensors and seismograms, then we set up the ordering of the matrices and
vectors, and last we describe a few algebraic ‘tricks’ to increase the computational
efficiency.

7.10.1 Elementary moment tensors
Moment tensor (MT) inverse problem is linear in MT components. It has 9
components, but only 6 of them is independent (assuming conservation of angular
momentum).

We can choose a basis of 6 elementary MTs Mi and solve the inverse problem
as looking for 6 unknown coefficients ai. The MT is then

Mpq =
6∑

i=1
aiMi

pq . (7.15)

We use the following basis, defined in coordinate system NEZ (axes to North,
East, and down)

M1 =

⎛⎜⎝0 1 0
1 0 0
0 0 0

⎞⎟⎠ M2 =

⎛⎜⎝0 0 1
0 0 0
1 0 0

⎞⎟⎠ M3 =

⎛⎜⎝0 0 0
0 0 −1
0 −1 0

⎞⎟⎠

M4 =

⎛⎜⎝−1 0 0
0 0 0
0 0 1

⎞⎟⎠ M5 =

⎛⎜⎝0 0 0
0 −1 0
0 0 1

⎞⎟⎠ M6 =

⎛⎜⎝1 0 0
0 1 0
0 0 1

⎞⎟⎠ .

(7.16)
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The elementary MTs M1–M5 represent five double-couple (DC) focal mech-
anisms, whereas M6 is a purely isotropic (ISO) source. The coefficients a in
Equation 7.15 are related to M as

M =

⎛⎜⎝−a4 + a6 a1 a2
a1 −a5 + a6 −a3
a2 −a3 a4 + a5 + a6

⎞⎟⎠ . (7.17)

The elementary seismograms calculated using code axitra [Bouchon, 1981;
Coutant, 1989] are computed in the same basis. The same basis is also used in
the code ISOLA [Křížová et al., 2013].

The synthetic seismogram for a given MT is then

uX =
6∑

i=1
aiE

i
X , (7.18)

where uX is a component of synthetic seismogram in direction X and Ei is an
elementary seismogram for an elementary moment tensor M i.

The scalar seismic moment used in this thesis is defined by Silver and Jordan
[1982] as

M0 =

√∑3
p=1

∑3
q=1 (Mpq)2

2 . (7.19)

7.10.2 Matrix ordering

Before we start solving the inverse problem using formulas presented above, we
have to define the ordering of elements of data vectors and forward problem matri-
ces. The ordering is not only formal thing, but it also makes the data covariance
matrix block-diagonal, and allow us to decrease computational expenses of the
inversion using the inversion of block-diagonal matrix.

First we define a data block of a component of a station, from which will
be the following vectors and matrices built. The block of data and elementary
seismogram, respectively, is

DX
st m =

⎛⎜⎜⎜⎜⎝
d1
d2
...

dn

⎞⎟⎟⎟⎟⎠ ; EiX
st m =

⎛⎜⎜⎜⎜⎝
ei1
ei2
...

ein

⎞⎟⎟⎟⎟⎠ , (7.20)

where d and e are samples of observed and elementary seismograms, respectively,
and X stands for component (Z, N, E), m indexes stations (ordered by increasing
epicentral distance), n is number of time samples, and Ei stands for one of six
elementary seismogram, which will be denoted E1, E2 . . . E6. So the block is
a vector whose length is the number of samples of the observed or elementary
seismogram.

The data vector d and the forward-problem matrix G then have following
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form (for case of two stations)

d =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

DZ
st 1

DN
st 1

DE
st 1

DZ
st 2

DN
st 2

DE
st 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
; G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E1Z
st 1 E2Z

st 1 . . . E6Z
st 1

E1N
st 1 E2N

st 1 . . . E6N
st 1

E1E
st 1 E2E

st 1 . . . E6E
st 1

E1Z
st 2 E2Z

st 2 . . . E6Z
st 2

E1N
st 2 E2N

st 2 . . . E6N
st 2

E1E
st 2 E2E

st 2 . . . E6E
st 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(7.21)

7.10.3 Computationally efficient solution of the problem
The core of the inversion is the eq. 3.1, which is evaluated in each point of space-
time grid. Here we show, how the computational costs for solution of this equation
can be decreased.

First, we invert matrix CD, which is the same for all grid points. It is a block
diagonal matrix, with one block for one station. Such matrix can be inverted
block-by-block. It can be easily proven

AA−1 = I
BB−1 = I(

A 0
0 B

)(
A−1 0

0 B−1

)
=
(

I 0
0 I

)
.

(7.22)

Than we have to evaluate eq. 3.1 in each grid point. Using pre-calculated CD,
the only matrix inversion operation is performed on multiplication of matrices
GT C−1

D G, whose dimension is only 6 × 6

6×1(
m̃
)

=

⎛⎜⎜⎜⎜⎝
6×n(
GT

) n×n⎛⎜⎝ C−1
D

⎞⎟⎠
n×6⎛⎜⎝G

⎞⎟⎠
⎞⎟⎟⎟⎟⎠

−1

  
6×6

6×n(
GT

) n×n⎛⎜⎝ C−1
D

⎞⎟⎠
n×1⎛⎜⎝dobs

⎞⎟⎠ . (7.23)

Moreover, the multiplication GT C−1
D (which is twice in the formula) can be

done block-by-block also

(
GT

st1 GT
st2 GT

st3

)⎛⎜⎝Cst1 0 0
0 Cst2 0
0 0 Cst3

⎞⎟⎠ =
(
GT

st1Cst1 GT
st2Cst2 GT

st3Cst3
)

(7.24)
So the computational expenses of the inversion grows linearly with number of

stations. Compared to the non-optimized inversions of full matrices, this saves a
few seconds or tens of seconds when inverting less than 10 station (the saved time
is dependent on length of inverted record, their sampling, and other parameters).
But this optimization start to be important when inverting more station, not only
because the computation is faster, but also the memory requirements are lower.
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7.11 Results plotting
The method is optimized for automated data processing, but a possibility for later
visual inspection of algorithm is highly desirable in many applications. For that
reason, the code has procedures for plotting various figures visualizing input data,
result stability, uncertainty, waveform fit, as well as some intermediate products,
like the figure of the covariance matrix.

Beside graphical output, the code provide also a plain text output by functions
print_solution, which print out moment tensor itself and its position, and
print_fault_planes, which provide moment tensor decomposition. Here we
show an example output for ML = 4.2 earthquake at Sargans, Switzerland on
2013-12-12 00:59:18.
Centroid l o c a t i o n :

Centroid time : 2013−12−12 00 : 59 : 18
Lat 47 .063 Lon 9 .470 Depth 6 .1 km
( 617 m to the north and −1234 m to the ea s t

with r e sp e c t to e p i c e n t e r )
time : 0 .60 s be f o r e o r i g i n time

VR: 82 %
CN: 3
MT [ Mrr Mtt Mpp Mrt Mrp Mtp ] :

[ 0 .86 0 .12 0 .49 0 .34 −0.45 −2.33] ∗ 1e+14

Sca la r Moment : M0 = 3.01 e+14 Nm (Mw = 3 . 6 )
DC component : 70 %, CLVD component : −14 %,

ISOtropic component : 16 %
Fault plane 1 : s t r i k e = 91 , dip = 78 , s l i p −rake = 169
Fault plane 2 : s t r i k e = 183 , dip = 79 , s l i p −rake = 12
The moment tensor decomposition to DC, CLVD, and ISO part is calculated

according to Vavryčuk [2015]. The condition number (CN) is square root of ratio
of maximal and minimal eigenvalue of

(
GT

i C−1
D Gi

)
in eq. 3.1, which characterise

stability of the inverse problem, i.e., how the output is sensitive to a small change
of input values. Please note, that CN is related only to stability of the analytically
solved part of the inverse problem, i.e., MT in the best grid point. Stability of
the solution between the grid points can be inspected in Figs 7.7 and 7.8. The
variance reduction (VR) is ratio of misfit and norm of data vector ∥dobs∥

VR =
(

1 − misfiti

∥dobs∥

)
· 100 % =

=
(

1 − (dobs − Gim̃i)T C−1
D (dobs − Gim̃i)

dT
obsC−1

D dobs

)
· 100 % .

(7.25)

Here we show some examples of figures produced by the code. If it is not
specified in the figure caption, the figures are related to the same earthquake as
the text output above.
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Figure 7.1: Map of stations used in the inversion. The epicenter is shown by
a star, the station by triangles, their colors shows whether all components were
used, just some of them, or none. Plotted for an MW = 2.9 earthquake at Sion,
Switzerland on 2015-06-20 10:30:22.
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Figure 7.2: Input seismograms with highlighted time windows used and for build-
ing the noise covariance matrix CD (orange) and for the inversion (gray back-
ground). Seismograms which were used in the inversion are shown in black color,
the others which were skipped because of some disturbances are shown in gray.
The figure enables compare the signal-to-noise level on different stations visually.
Note that the records are unfiltered.
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Figure 7.3: Visualization of the data covariance matrix CD. Positive values are
shown in red, negative in blue, zero values are in white. The CD is calculated
from the before event noise (orange time window in Fig. 7.2). It consists of
large non-empty blocks corresponding to stations, their sub-blocks correspond to
auto- and cross-covariance of the 3 components. Station names and components
are shown at left and top edge. There are 3 × 3 sub-blocks for stations where all
components are present; if any of components is not used in the inversion because
of a disturbance or data gap (e.g. stations SGT03 and SGT01), there are fewer
sub-blocks. The correlation between stations is assumed to be zero.
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Figure 7.4: Spectral content (real part of Fourier transform) of the before-event
noise (gray), inverted time window (black), and standardized data (red; obtained
from the inverted time window using covariance matrix CD). Comparing these
three lines, it is obvious that the CD amplifies the frequencies less affected by
noise and suppress the most noisy frequencies. The inverted frequency band is
labeled by green lines. Station codes, epicentral distances and azimuths are shown
on the left side.
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Figure 7.5: Observed (black) and modeled (red) waveforms for best-fit MT in two variants: just filtered to inverted frequency range (left)
and standardized using the data covariance matrix CD (right). The components of standardized data are denoted “pseudo Z” etc. because
normalization using CD can transfer a part of information between components (see section 6.1).



Figure 7.6: A beachball visualization of the full moment tensor of the best solution
(lower hemisphere). It is possible to plot it alone (left) or together with a set of
nodal lines which sample posterior probability density of the inverted parameters
(right).

Figure 7.7: Spatial variability of the solution. It is sectional view in the horizontal
plane for the selected depth of 6.07 km. The color of the beachball corresponds
to the DC percentage for the best solution at a given grid point. The beachball
size corresponds to the variance reduction (VR) and the color in the background
corresponds to the inverted centroid time at a given grid point. The best solution
is encircled.
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a) b)

Figure 7.8: Solution varying with depth and west-east coordinate (view from the
south). The color of the beachball corresponds to the DC percentage for the best
solution at a given grid point. In panel (a), the size of the beachballs corresponds
to the posterior probability density function (PPDF) and the PPDF is summed
over third dimension (N-S coordinate) and time. In panel (b), the beachball size
corresponds to the variance reduction (VR), the solutions are shown in the plane
in which the best solution (circled) lies, the color in the background corresponds
to the inverted centroid time at a given grid point, and the contour lines show the
condition number. Plotted for an MW = 3.7 earthquake at Sargans, Switzerland
on 2013-12-27 07:08:28.
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Figure 7.9: Histograms showing marginal probability density for selected param-
eters: double-couple percentage (left), moment magnitude (middle) and centroid
depth (right). The marginal probability density are calculated from an ensemble
of random points, which sample posterior probability density function, for details
see Section 3.3.
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7.12 Result presentation
Usually, there is a need to publish the results of automated processing on the
Internet or to share them with somebody. We have chosen the HTML format as
the best option for such applications, because an HTML page can be formatted in
a flexible way which adapt to the size of reader’s device and it enables to present
sets of images as a gallery of thumbnails which can be enlarged.

The ISOLA-ObsPy package contains a function html_log. It creates an
HTML page containing a description of the result illustrated by figures created
by functions described in Section 7.11. We can decide which plots should be in-
cluded in HTML report and/or add a reference solution for comparison by setting
parameters of the function. An example of the HTML output is attached as an
Attachment A.1 at page 114.
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8. Tests and applications of the
developed method

8.1 Synthetic tests
This section includes tests published in Section 4 in Vackář et al. [2017].

There are two representative synthetic tests presented in this section. They
show that the proposed method can not only assess the uncertainty of the CMT
solutions with respect to seismic noise, but it can also improve the CMT results.
The improvement is possible because when analyzing the noise, the inversion can
automatically be focused onto the least noisy part of the data.

8.1.1 Dependence of the uncertainty on the noise level
and number of stations

To illustrate the performance of the proposed method, we conduct a synthetic test
showing behavior of the Bayesian inversion for different noise levels and station
configurations (Fig. 8.1). We generated synthetic waveforms (in the same velocity
model as used in the inversion), then we added white noise of specified level, and
used it as “data” in the inversion. Narrowing the marginal probability of each
parameter can be observed for higher number of stations, lower noise level, and
better azimuthal coverage. The marginal probability densities are plotted by
method described in Section 3.3. The dependence on the noise level is driven
by the data covariance matrix CD (described in Chapter 6), which reflects the
properties of before-event noise.

The marginal probability distribution is not always centered at the true solu-
tion (for which synthetic seismograms were generated; red line in the figure), but
usually close to the best fitting model, which can be biased. The bias changes
for every realization of random white noise. The ‘DC %’ parameter never has
a maximum at 100 % because every perturbation around a pure-DC mechanism
results in a non-DC part, so obtaining pure-DC moment tensor is highly improba-
ble when generating realizations within a given probability density function. But
maximum probability of ‘DC %’ gets closer to original 100 % when the uncertainty
is decreasing.
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Figure 8.1: Case example
(synthetic test), how the
Bayesian uncertainty of the
resulting CMT varies in five
different configurations. 400
focal mechanisms were gen-
erated randomly based on
the calculated PPDF (see
Section 3.3). The configura-
tions differ by the number of
the stations, their azimuthal
distribution, and by the
noise level. True parameters
are shown in red and the best
solution by the green dot-
ted line. Marginal probabil-
ity densities are shown for
nodal lines, moment mag-
nitude Mw, centroid depth
and for the MT decom-
posed into its double-couple,
CLVD and isotropic compo-
nent [Vavryčuk, 2015]. The
marginal probability func-
tion gets narrower (more fo-
cused) as the number of the
stations increases, their az-
imuthal coverage improves,
and as the noise decreases.
Noise denoted ‘strong’ has 4
times higher standard devia-
tion than ‘weak’ one.

number of station 3 8 3 3 8
noise strong strong weak weak weak
max. azimuthal gap 138° (good) 105° (good) 329° (poor) 138° (good) 105° (good)
condition number 5 6 10 5 6
variance reduction 14 % 8 % 71 % 71 % 62 %

DC uncertainty

MW

depth

DC %

CLVD %

ISO %



8.1.2 White noise test, station dependent
In practice, the seismic noise level often varies from station to station. An auto-
matic algorithm or manual operator needs to choose the stations according their
signal-to-noise ratio. In this test we examine ability of the data covariance matrix
to automate such a procedure, i.e. to prefer the stations at which the noise level
is low. Because in practice we often use the same frequency range at many sta-
tions, and this range is relatively narrow (1–2 octaves wide), for simplicity here
we assume a white noise.

We simulated waveforms of an event with a given focal mechanism, adding a
strong white noise to 3 stations of 5, and weak noise to the others. The level of
the “strong noise” was chosen to be such that in manual processing such stations
would be eliminated. The reason was to test the capability of the procedure to
manage extreme conditions. Then we sampled down the waveforms to the rate
1.2 Hz, dropping frequencies above the Nyquist frequency, and then we filtered
them by Butterworth filter to frequency range 0.02–0.15 Hz.

The results are presented in Figs 8.2–8.6. As a reference, we show best-fitting
solution with a diagonal CD (the same standard deviation for all stations). It is
given just as an example of a common approach for the purpose of comparison
with our new method. The covariance matrix automatically down-weighted the
strongly disturbed stations, so that the inversion is controlled almost entirely by
the low-noise stations. It usually improves results, but sometimes might produce
unfavorable station geometry. To identify such cases, we recommend to have
a look at the plot of standardized data together with the plot of the station
geometry (panels (a) and (g) in Fig. 8.2).
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a) station distribution b) true solution c) diagonal CD d) full CD

e) diagonal CD f) full CD
g) full CD

(standardized data)

Figure 8.2: White noise synthetic test: (a) source-station configuration, (b) mech-
anism for which waveforms were generated (‘true solution’), (c) best-fitting so-
lution with a diagonal CD (the same standard deviation for all stations), (d)
best-fitting solution with full (i.e. block-diagonal) data covariance matrix CD

(Chapter 6). Waveform comparison for: (e) solution with a diagonal CD, (f) solu-
tions with full CD–original seismograms and (g) solutions with full CD–multiplied
by Cholesky decomposition of the CD (see Section 6.1), ‘standardized data’. Pan-
els (e–g) show original waveforms without noise (dashed black lines), waveforms
with the added white noise which were inverted (solid black lines), and modeled
waveforms for the retrieved focal mechanism (colored solid line). Comparing pan-
els (f) and (g) it is demonstrated that the covariance matrix strongly up-weighted
the weak-noise stations.
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Figure 8.3: White noise synthetic test: noise in the seismic data. The covariance
matrix CD is calculated from a time window preceding the event (orange). It is
at least ten times longer than the signal time window used in the inversion (gray).

(a) diagonal CD (b) CD from noise covariance

Figure 8.4: White noise synthetic test: Covariance matrices used. (a) A diagonal
matrix with the same standard deviations for all stations. (b) Matrix from noise
covariance function. The values for the stations with weak noise level are so low,
that look like zero (white) block.

(a) double-couple part (b) CLVD part (c) isotropic part

Figure 8.5: White noise synthetic test: Uncertainty histograms for solution with
full (i.e. block-diagonal) data covariance matrix CD. The green dotted line shows
the best solution.
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(a) original seismograms of solution with diagonal
CD

(b) original seismograms of solution with CD from
noise covariance

(c) ‘standardized data’ of solution with CD

from noise covariance—seismograms multiplied by
Cholesky decomposition of the CD

Figure 8.6: White noise synthetic test: Waveform fit. In all panels, there are
original waveforms without noise (dashed black lines), inverted waveforms with
the added white noise (solid black lines), and modeled waveforms for the retrieved
focal mechanism (color solid line).
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8.1.3 Colored (correlated) noise
In real data we always encounter a frequency-dependent noise, and standard
manual CMT inversions need to carefully select a frequency range with suitable
signal-to-noise ratio. For example, in regional CMT inversions, we can usually
use only frequency range below the microseism noise. In this synthetic test we
study whether the covariance matrix of the data is able to avoid the noisy part
of spectrum automatically.

We simulated waveform for the same focal mechanism as in the previous
example and added coloured noise of the same spectral content to all stations.
The noise is strong between frequencies 0.05–0.25 Hz, while it is negligible outside
this frequency band. Again, the level of the strong noise is such that in manual
processing that spectral range would be avoided. Then we down-sampled the
waveforms to the rate 4 Hz, dropping frequencies above the Nyquist frequency,
and then we filtered them by Butterworth filter between 0.10–0.50 Hz.

The results are shown in Figs 8.7–8.11. It shows that the new method with
the data covariance matrix avoids using the noisy frequency range itself, so it
indeed works as an automated filtering scheme.

In both synthetic tests we compare the new method (which uses the full
data covariance matrix CD, described in Chapter 6) with solution using diagonal
CD, which assumes the same standard deviation for all stations. The method
with diagonal CD is equivalent to simple minimization of difference between the
observed and simulated data in L2 norm, which is common in MT inversion.
In this sense, the new method represents improvement compared to the common
approach. We observe that the new method finds the best solution closer (both in
time and space) to the ‘right’ centroid position than the method with a diagonal
CD.

83



a) station distribution b) true solution c) diagonal CD d) full CD

e) diagonal CD f) full CD g) full CD

(standardized data)

Figure 8.7: Same as Fig. 8.2, but for colored noise synthetic test: Strong noise in
the frequency band 0.05–0.25 Hz at all stations. The inverted frequency band is
0.10–0.50 Hz, so only its higher part is not disturbed (noise free). The inversion
with the covariance matrix CD (panel d) provides a solution close to the right
one, contrasting with a wrong solution with a diagonal CD (panel c). Comparing
panels (f) and (g) it is obvious that the covariance matrix serves as an automatic
frequency filter enhancing the undisturbed part of the spectrum, thus improving
the inversion.

Figure 8.8: Colored noise synthetic test: The covariance matrix CD is calculated
from a time window preceding the event (orange). It is at least ten times longer
than the signal time window used in the inversion (gray).
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(a) diagonal CD (b) CD from noise covariance

Figure 8.9: Colored noise synthetic test: Covariance matrices used. (a) A diag-
onal matrix with the same standard deviations for all stations. (b) Matrix from
noise covariance function.

(a) double-couple part (b) CLVD part (c) isotropic part

Figure 8.10: Colored noise synthetic test: Uncertainty histograms for solution
with full (i.e. block-diagonal) data covariance matrix CD. The green dotted line
shows the best solution.
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(a) original seismograms of solution with diagonal
CD

(b) original seismograms of solution with CD from
noise covariance

(c) ‘standardized data’ of solution with CD

from noise covariance—seismograms multiplied by
Cholesky decomposition of the CD

Figure 8.11: Colored noise synthetic test: Waveform fit. In all panels, there are
original waveforms without noise (dashed black lines), inverted waveforms with
the added white noise (solid black lines), and modeled waveforms for the retrieved
focal mechanism (color solid line).
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8.2 Inversion of real events — Comparison with
Swiss MT catalog

This section is based on Section 5 in Vackář et al. [2017].

In order to evaluate the performance of the proposed algorithm, we systemat-
ically compare CMT solutions using this approach with an independent method-
ology. As a reference event data set we have selected all (139) events with magni-
tude ≥ 3 from the Swiss earthquake catalogue from from 1999 to June 2015 (see
http://arclink.ethz.ch/fdsnws/event/1/query?starttime=1999-01-01T
01:00:00&endtime=2015-07-01T00:00:00&minmagnitude=3.0&format=text&
nodata=404). We have chosen the year 1999 as this was the start of the Swiss Dig-
ital Seismic Network (SDSNet), the broadband component of the Swiss Seismic
Network [Swiss Seismological Service (SED) at ETH Zurich, 1983]. We compare
the results from our method with moment tensor solutions obtained from the
scmtv module from SeisComP3 package [Hanka et al., 2010] (hereafter called
as ’manual processing’). For both methods, a similar set of 1-D Green’s Func-
tions, optimized for the Alpine region [Diehl et al., 2009], is used. Local and
Regional MT catalogues for Switzerland have been produced by the SED in the
past [Bernardi et al., 2004; Braunmiller et al., 2002], though at the SED these
methods have been discontinued and now are replaced by the scmtv approach.
For both the methods, all broadband data that is available in the archives of the
SED are used. This includes data not just from Switzerland, but also from for-
eign networks that provide realtime data to the SED, see Dedication of the thesis
on page iii for details. Sensors used in the inversion are restricted to broadband
sensors ranging from 40s–120s, though the majority of 120s.

The manual processing uses the workflow implemented within the routine cat-
alogue curation at the Swiss Seismological service. The methodology is based on
the linear least squares inversion of Dreger [2003]. The methodology assumes
that the isotropic component is zero, the epicentral coordinates are fixed (though
the depth can vary), and the source time function is fixed, so it is an MT rather
than CMT approach. A limited set of predefined parameters is used to select sta-
tions and prepare the data, which is automatically implemented depending on the
events’ Local Magnitude (ML) as contained in the earthquake catalogue. These
include channel types (broadband), candidate stations (based on epicentral dis-
tance) and narrow band filter ranges. These parameters can be modified though
this is rarely necessary and hence rarely done. An automatic algorithm can be
applied to select the optimal set of stations and event depth that produces the
best MT, taking into account the Variance Reduction and the % Double Couple
of the solution, whilst retaining as many stations as possible. Interactively, the
solution can be tweaked to select and remove individual station components.

Of the 139 candidate events, MT solutions were obtained for 40 events. The
remaining events could not provide a high quality solution for various reasons: too
few station components provide high waveform fits with high Variance Reduction
due to high background noise, too few stations are available (a small event is
located at edges of the network, or the event occurred during the start of the
network when station density was sparse). These 40 events were also processed
by our new automated code.
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The automated procedure followed using the proposed algorithm; all broad-
band stations within a radius controlled by the ML magnitude (obtained during
catalogue creation at the Swiss Seismological Service) were used. The maxi-
mum epicentral distance was limited according to ad hoc formula r < 22·ML km.
Moreover, stations closer than 2 km were removed, because they make inversion
unstable in many cases. Stations components, where instrumental disturbances
were detected automatically by the MouseTrap code [Vackář et al., 2015], were
removed. Also eliminated were records with data gaps in the period required for
the earthquake and the noise analyses. The code does not remove any station
with high noise because we wanted to test practical ability of the covariance ma-
trix to manage datasets with noisy stations. We require at least 2 stations which
have at least 5 usable components, otherwise the event was removed.

Prior to the inversion, the mean was subtracted from the records and 4-pole
Butterworth bandpass filter was applied restricting the frequency range to 0.02–
0.15 Hz. Moreover, for stations with epicentral distance larger than 100 km, the
high frequency limit was restricted in such a way that the minimum wavelength is
no more than 5 times shorter than the source to station distance for a reference S-
wave velocity 3 km/s. The restriction is to prevent errors arising from inaccurate
Earth model resulting in Green’s function modeling errors [Hallo and Gallovič,
2016] as well as limited frequency range of the sensor. The centroid position was
searched on a grid with sampling 1 km (both in horizontal and vertical direction).

For each event, the procedure calculates the CMT in 4 cases: (i) deviatoric
MT using a diagonal covariance matrix (the same variance for all stations, i.e. we
just minimize L2 norm between observed and synthetic waveforms), (ii) devia-
toric MT using the data covariance matrix CD created just from autocovariance,
(iii) deviatoric MT using CD including crosscovariance between components of
single stations, and (iv) full MT using CD including crosscovariance between
components. We observed some difference between the first case with diagonal
covariance matrix (i) and the others, but the difference between the cases with CD

calculated from noise covariance (ii–iv) was usually insignificant; only occasion-
ally we observed some small improvement (particularly in higher DC-percentage,
which we assume for tectonic earthquakes, and in higher variance reduction) in
the cases with crosscovariance (iii–iv). For comparison with manual processing,
we have chosen the case with crosscovariance and deviatoric MT (iii), because
the manual solution uses deviatoric MT too.

Comparison of the automatic and manual processing is illustrated in Fig.8.12.
The comparison is quantified by measuring the difference in the orientation of the
DC parts of the moment tensors using Kagan’s angle [Kagan, 1991], and the dif-
ference in depth and moment magnitude MW . The majority of the automatically
processed events (over 70 %) have similar focal mechanism as that obtained in the
manual SeisComP3 processing, as expressed by their Kagan angle 0°–20°. Events
with large Kagan angle were inspected manually (the first three lines of Tab. 8.1);
in all cases, there was another problem with the event, e.g. large azimuthal gap,
a not-detected disturbance in inverted waveforms, unstable mechanism strongly
varying with depth with almost the same variance reduction, or a combination
of these problems. The difference in moment magnitude is below 0.05 at the ma-
jority of the events, and within 0.15 in more than 90 % cases. We also compared
the inverted centroid depth, and found the difference lower than 2.5 km for 44 %

88



of the events. Taking into account that the station set was usually different in
both methods we consider these results as a good agreement.

In addition to this comparison we also summarize our new automatic solu-
tions for all 139 inverted events of Swiss Digital Seismic Network including also
events having no counterpart in the manual processing. At each inverse problem
we have to decide whether we trust the solution or not. Although some objective
measures, like variance reduction or condition number, might be helpful in this
point, the decision is always partly subjective and depends on specific applica-
tion. For the described procedure, we empirically set up a criterion which defines
reliable (“trusted”) solutions based on variance reduction V R, condition number
CN (square root of the ratio of the maximal to the minimal eigenvalue of the
matrix GT

i C−1
D Gi in Eq. 3.1), double-couple percentage DC, and standard devi-

ation of the following parameters: double-couple and CLVD percentage, moment
magnitude Mw, centroid time t, and centroid position x, y, z. The standard devi-
ation of parameters is measured from the points sampling the calculated PPDF.
The criterion to consider the solution as reliable is

V R > 0.5 ∧ CN < 8 ∧ DC > 50 % ∧

∧ σDC + σCLV D

100 % + σMw

1 + σt

1 s + σx + σy + σz

1 km < 2 .
(8.1)

The formula indicates trust in solutions with good waveform fit, which are well
resolved (measured by the condition number), with dominant DC part (assuming
tectonic origin), and with small uncertainty. The variance reduction is calculated
using the standardized data (d′

obs and d′, Section 6.1).
From the 139 events there were 24 events skipped, because too few stations

were available. Of the 115 remaining events, there were 45 events which passed
the criterion (Eq. 8.1). These events, together with their solutions, are plotted in
Fig. 8.13 and the statistic of some of their parameters is plotted in Fig. 8.14. There
is also detailed output of the ISOLA-ObsPy code for one example event in the
Attachment A.1. Most of the trusted events have their variance reduction in the
range 0.8-0.9 and condition number between 2–4. From this set, 32 events have
their counterpart in the manual processing and 13 events were newly obtained.
The 70 untrusted events include also 8 events previously manually processed.
We inspected in detail all the removed and newly added events one by one. In
case of 8 untrusted events, in most cases we consider that our result is not really
reliable. This does not necessary mean that the result from the manual processing
is not reliable too, the proper selection of stations and components as well as some
other operations in manual processing may help in these specific cases. Inspecting
visually all 13 newly obtained events, we confirmed all. We speculate that the
reason why manual solutions cannot be made is because of the inflexibility of the
manual method to accommodate narrow bandpasses in noisy records, which is a
key feature of the proposed method.

The results for the removed and newly added events are listed in Tab. 8.1
and a list of all results linked with detailed output for each event is available at
http://geo.mff.cuni.cz/~vackar/CH_catalog/. For each event, it includes
several automatically generated plots and tables in form of a HTML page: cen-
troid location, moment tensor and its decomposition including uncertainty vi-
sualization, quality measure V R and CN , uncertainty histogram for several pa-
rameters, list and map of used station, waveform fit, noise, and spectral plots,
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a) b) c) d)

Figure 8.12: Statistics of the comparison between the new automatic processing
of 36 earthquakes recorded in Swiss Digital Seismic Network and their manual
processing in scmtv module of SeisComP3. Similarity of the solutions is expressed
by (a) Kagan’s angles, (b) differences in moment magnitude, and (c) differences in
centroid depth, and (d) centroid position. All the events are shallow earthquakes
with hypocenter depth up to 35 km, magnitudes are between 3.0–5.0.

data covariance matrix plot, and figures of the grid of solutions showing posterior
probability density function, centroid time, variance reduction, condition number
and the best solution at each grid point.
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Table 8.1: Specific events. There are listed events where the manual and automated solution strongly disagree (# 1–3), where the
automated solution is labeled as untrusted although the manual solution exists (# 4–11), where the automated solution is trusted although
the manual solution does not exist (# 12–24), and where the solution is labeled as untrusted although we confirmed the automated solution
by visual inspection (# 25). For the untrusted events the value which does not pass the criterion is shown in bold. Both numerical and
graphical output for event # 25 in shown in the supplement of this thesis as an example of automated output of the code. The detailed
output for all events including those not-listed in this table is available at http://geo.mff.cuni.cz/~vackar/CH_catalog/.
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# t Mw # stat # comp DC VR CN stdev trust Kagan visual comment
1 2010-08-11 01:28:55 3.3 14 36 76 0.56 2 0.08 1 77.1 problem fitting just stations in one direction
2 2010-06-30 11:53:44 3.6 17 37 87 0.59 2 0.03 1 86.0 OK azimuthal gap ∼ 180°
3 2007-03-23 05:01:38 3.3 6 14 68 0.70 2 0.78 1 58.9 uncert. not-detected disturbance
4 2011-10-29 04:13:34 4.0 17 42 16 0.54 2 0.01 0 27.2 uncert. azimuthal gap > 180°
5 2009-09-11 06:34:38 3.1 20 49 11 0.33 4 0.55 0 36.5 problem CD problem: an event in before-event noise
6 2009-01-04 15:30:31 3.8 18 52 45 0.47 3 0.01 0 22.0 problem problem with near-by station
7 2003-08-22 09:30:09 3.2 15 45 85 0.33 3 1.18 0 36.3 uncert.
8 2003-08-01 03:20:23 3.5 17 44 100 0.37 71 0.00 0 34.6 OK problem with near-by station
9 2002-05-31 16:50:33 3.3 9 21 23 0.79 7 0.04 0 36.2 problem problem with near-by station

10 2000-06-03 15:14:10 3.5 9 24 99 0.40 2 0.06 0 35.7 uncert.
11 1999-12-31 04:55:53 4.1 13 37 41 0.73 3 0.02 0 93.0 uncert. azimuthal gap > 270°
12 2015-06-15 03:14:47 3.0 15 33 81 0.61 2 0.52 1 OK
13 2008-06-17 19:48:07 3.0 7 19 98 0.89 7 0.52 1 OK
14 2006-10-20 00:11:58 3.5 7 16 88 0.52 3 0.14 1 OK
15 2004-06-21 23:10:02 3.4 11 26 68 0.76 2 0.25 1 OK
16 2004-02-23 17:31:21 4.5 20 55 97 0.68 2 0.01 1 OK
17 2004-02-18 14:31:58 3.2 8 21 87 0.54 2 1.24 1 OK
18 2003-03-22 13:36:15 3.9 17 46 60 0.68 3 0.06 1 OK azimuthal gap > 270°
19 2002-01-18 11:14:54 3.4 3 9 82 0.82 9 0.80 1 uncert.
20 2001-10-01 06:36:22 3.8 11 31 79 0.88 5 0.03 1 OK OK
21 2001-07-09 22:50:02 3.1 5 11 80 0.79 3 1.21 1 OK OK
22 2001-03-17 00:29:59 3.4 14 35 93 0.72 7 0.11 1 OK OK
23 2000-06-10 05:51:02 3.4 9 21 88 0.62 2 0.43 1 OK OK
24 2000-06-09 05:06:06 3.2 2 6 54 0.75 7 1.11 1 uncert. unstable
25 2013-12-27 07:08:28 3.4 21 61 62 0.29 3 1.86 0 OK fit decreased by distant stations
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Figure 8.13: Map of all events with a CMT solution calculated by the proposed
method. Events which passed the criterion (Eq. 8.1), i.e. “trusted events”, are
shown in red, the others in black. The stations available from the SED data
archives at arclink.ethz.ch are shown by blue triangles. Note that only a specific
subset of the stations was used in the inversion of each MT. Magnitudes are
between 3.0–5.0, hypocenter depths are up to 35 km.

a) b) c) d)

Figure 8.14: Statistics of quality measures for 45 earthauakes of Swiss earth-
quake catalogue whose focal mechanisms were newly obtained by the automatic
processing and evaluated as reliable by the automated criterion (Eq. 8.1). Note
reasonable reliability of the new solutions, expressed by their (a) high values of
the variance reduction, (b) low condition number, (c) low DC percentage, and (d)
low combined standard deviation of CMT parameters (see Eq. 8.1). The cut-of
value of the criterion is shown by the red line.
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9. Future directions
In this thesis we developed and tested a new method for fully automated CMT
inversion. The method is programmed in Python and our code is freely available.
For its applicability to wider range of seismic events and to make it more user-
friendly, some extensions and new features, which were out of scope of this thesis,
are welcomed. This further development does not need to be done by the author
himself only, but can be done be other developers. The code is open source,
so anyone can download the source code and modify it, and also to suggest to
incorporate his modified version to the original one. The development is welcomed
in the following areas.

• Our method assumes that the seismic noise is the main source of the
uncertainty and the data covariance matrix reflect just the properties of
before-event noise. For more general use, it would be useful to combine
our approach (covariance matrix from the before-event noise covariance)
with some other methods reflecting Green’s function uncertainty, such as
hierarchical error estimation [Bodin et al., 2012; Dettmer et al., 2012] or
analytical calculation of the covariance matrix [Hallo and Gallovič, 2016].

• Now we solve the inverse problem of the seismic source in the point source
approximation. This is correct approach for small events, where more de-
tails can be hardly detected, but for larger events, it would be useful to
add a possibility of a more detailed description of the source, e.g. multi-
point source approximation [Zahradník and Sokos, in press], possibly in a
DC-constrained MT mode.

• Now we look for the solution in the CMT description. We intend to add
more possibilities, e.g. shear-tensile source [Vavryčuk, 2011].

• Before the inversion, we test the presence of some instrument disturbances
in the data. Now, we detect only one kind of disturbance which can be
modeled as an instrument response to a spurious step in input acceleration.
There are also similar disturbances which can be described as instrument
response to a step in the input velocity [Zahradník and Plešinger, 2010],
and also mixed disturbances. We plan to implement detection of these
disturbances of the second type in the future, including diagnostics of a
joint occurrence of both kinds, as well as detection of clipped records.

• The calculation of Green’s functions may be also improved. Now, code
Axitra [Bouchon, 1981; Coutant, 1989] is used. Because of its limitations
(layered 1-D velocity model only), we plan to make easy use of other codes,
includind 3-D, for this task. Definitely, the Green’s function calculation
should not be included in our code for CMT inversion, but just an interface
for running third party codes and reading their outputs should be developed.

• We also want to incorporate the first-motion polarities in the inversion as
an additional MT constraint.
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Conclusion
This thesis is focused on development of a new, fully automated method for a
centroid moment tensor (CMT) inversion. This task covers a wide range of topics,
e.g. data selection and retrieval, disturbance detection, seismogram preparation
and filtration, station weighting, solution of the inverse problem, uncertainty
assessment, result plotting and output presentation etc.

In the beginning of the PhD work, we dealt with a closely related topic,
a velocity model, which is a prerequisite for the CMT inversion [Vackář et al.,
2014]. We studied how an existing model can be improved to explain the observed
seismic waves including leaking modes. Than we focused on the main theme, with
a special focus on data quality control, disturbance detection, and uncertainty
assessment [Vackář et al., 2015, 2017]. We accented this topic because we wanted
to have a robust method with reliable outputs. Therefore, the main results of the
work are three papers [Vackář et al., 2014, 2015, 2017], a code for automated CMT
inversion freely available at http://geo.mff.cuni.cz/~vackar/isola-obspy/,
and this thesis.

Our newly developed method and code for the CMT inversion is innovative
in the following aspects: (i) the CMT inversion is fully automated, no user inter-
action is required, although the details of the process can be visually inspected
later, using many figures which are automatically plotted. (ii) The automated
process includes detection of disturbances. The detection, although not includ-
ing all types of disturbances, and further development is welcome, avoids most
of problems which can cause misleading results. (iii) The data covariance matrix
calculated from before-event noise is used. It works as an automated frequency
filter and station weighting according to the noise level. (iv) Bayesian approach
is used, so not only the best solution is obtained, but also the posterior proba-
bility density function. (v) A space-time grid search effectively combined with
the least-squares inversion of moment tensor components speeds up the inversion
and allows to visually inspect solution variability over the grid.

Some of these features were used by other authors, but the combination of
them is novel. To the best of our knowledge, automated MT solution using a
Bayesian approach was published just by Stähler and Sigloch [2014] for teleseismic
events. The combination of an analytical solution for the MT components with a
spatial-temporal grid-searching was suggested by the same authors, but we do not
know any other study using it in practice. We did not find also any other Bayesian
method eliminating disturbances in seismograms, although hierarchical weights
[Dettmer et al., 2014] could overcome this issue. Other works using Bayesian
inversion of MT or CMT, which are not automated, include Duputel et al. [2012a],
Mustać and Tkalčić [2016], and Wéber [2006]. We differ not only in automation
and analytical determination of MT components, but also in construction of the
data covariance matrix using a non-parametric approach.

We have demonstrated usefulness of the data covariance matrix in terms of
automatically identifying a set of stations and frequency ranges most suitable for
the waveform inversion. In this sense, our new method is more efficient than vari-
ous existing procedures in which the inversion is repeatedly performed in different
frequency ranges, either manually, or automatically (as an example of the latter,
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see Frequency range tests in Dias et al. [2016]). Our proposed approach seems
to be useful for weak events and records with low signal-to-noise ratio, where the
seismic noise is a dominant source of errors. It is important to keep in mind, that
such uncertainties correspond just to noise in data, and do not reflect the errors
in Green’s functions or any other sources of errors. So the obtained uncertainties
are usually underestimated in real cases. For more general use, it would be useful
to combine our approach (covariance matrix from before-event noise covariance)
with some other methods reflecting Green’s function uncertainty.

The automated procedure has been tested by comparison with manually pro-
cessed moment tensors of all events greater than M≥3 in the Swiss catalogue
over 16 years using data available at the Swiss data center at arclink.ethz.ch.
The quality of the results of the presented automated process is comparable with
careful manual processing of data.
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A. Attachment
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A.1 Automatically generated HTML report
This attachment shows automatically generated output for a real case inversion:
Sargans (CH) MW = 3.7 earthquake. This earthquake is an aftershock of MW =
4.1 mainshock with almost the same mechanism.

114



Method:

Agency:
Origin time:

Latitude:
Longitude:

Depth:
Magnitude:

Sargans (CH) MW = 3.7 earthquake

Web version of this auto-generated report

Auto-generated CMT catalog for Swiss earthquakes

Waveform inversion for deviatoric part of moment tensor (5 components) 
with the data covariance matrix based on real noise 
with crosscovariance between components.

Hypocenter location

Swiss Seismological Service
2013-12-27 07:08:28
47.058° N
9.496° E
6.2 km
3.7

Results

Centroid location
absolute relative

Time 2013-12-27 07:08:28 0.30 s after origin time
Latitude 47.076° N 2000 m north of the epicenter
Longitude 9.509° E 1000 m east of the epicenter
Depth 6.2 km 0.0 km deeper than location
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moment tensor  
best solution and uncertainty

DC-part CLVD-part moment magnitude

centroid depth position east-west position north-south centroid time

Moment tensor and its quality
Centroid position

depth 6.2 km
Seismic moment

scalar seismic moment M0 1.35e+14 Nm
moment magnitude Mw 3.4

Moment tensor components
Mrr 0.36 * 1e+14
Mθθ 0.01 * 1e+14
Mϕϕ -0.37 * 1e+14
Mrθ 0.06 * 1e+14
Mrϕ -0.45 * 1e+14
Mθϕ -1.10 * 1e+14

Moment tensor decomposition
DC 62 %
CLVD -38 %
strike 83 / 178
dip 64 / 80
rake 168 / 26

Quality measures
condition number 3
variance reduction 29 %
VR (6 closest components) 62 %

Histograms—uncertainty of MT parameters

Histograms—uncertainty of centroid position and time
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stations used

Data used

Components used in inversion and their weights
station component distance * azimuth fmin fmax
code channel Z N E (km) (deg) (Hz) (Hz)
CH:PLONS HH 1.0 1.0 1.0 9 -96 0.02 0.15
CH:LIENZ HH 1.0 1.0 1.0 26 -0 0.02 0.15
CH:SGT04 HH 1.0 1.0 1.0 34 -19 0.02 0.15
OE:DAVA HH 1.0 1.0 1.0 39 49 0.02 0.15
CH:PANIX HH 1.0 1.0 1.0 39 -131 0.02 0.15
CH:SGT03 HH 1.0 1.0 1.0 41 -33 0.02 0.15
CH:DAVOX HH 1.0 1.0 1.0 42 136 0.02 0.15
CH:SGT05 HH 1.0 1.0 1.0 43 -4 0.02 0.15
CH:SGT01 HH 1.0 1.0 1.0 44 -18 0.02 0.15
CH:LLS HH 1.0 1.0 1.0 44 -122 0.02 0.15
CH:SGT02 HH 1.0 1.0 1.0 54 -20 0.02 0.15
CH:WILA HH 1.0 1.0 1.0 60 -48 0.02 0.15
CH:VDL HH 1.0 1.0 1.0 64 -177 0.02 0.15
CH:MUO HH 1.0 1.0 1.0 66 -98 0.02 0.15
MN:TUE HH 1.0 1.0 1.0 66 -170 0.02 0.15
CH:FUORN HH 1.0 1.0 1.0 76 129 0.02 0.15
CH:NALPS HH --- --- 1.0 77 -132 0.02 0.15
CH:ZUR HH 1.0 1.0 1.0 77 -63 0.02 0.15
CH:BERNI HH 1.0 1.0 1.0 82 150 0.02 0.15
CH:WALHA HH 1.0 1.0 1.0 82 -20 0.02 0.15
GR:UBR HH 1.0 1.0 1.0 83 34 0.02 0.15

Mouse detection
NALPS HHZ: MOUSE detected, ignoring component in inversion (time of
onset: 22.3 s, amplitude: 4.51e-07 m s^-2, fit: 0.93) 
NALPS HHN: MOUSE detected, ignoring component in inversion (time of
onset: 17.0 s, amplitude: 2.38e-07 m s^-2, fit: 0.94) 

Data source
Network info: rzseddb.ethz.ch 
Loading data from ArcLink server. host: arclink.ethz.ch
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before-event noise 
 

data covariance matrix 
 

waveform fit  
(filtered, normalized residua)

waveform fit  
(non-filtered)

waveform spectra 
 

Noise and data covariance matrix

Waveforms
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PPD: top view PPD: north-south view PPD: west-east view

view from the east view from the south

Stability and uncertainty of the solution

Posterior probability density function (PPD)

Stability in space (side view)
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number of points:
horizontal step:

vertical step:
grid radius:

minimal depth:
maximal depth:

min:
max:
step:

Crustal model:
npts:

tl:
freq:

npts for inversion:

Data sampling:
Common sampling:

Decimate factor:
Sampling used:

depth 6.2 km depth 7.2 km (other depths in the web version)

Stability in space (top view)

Calculation parameters

Grid-search over space
630
1000 m
1000 m
3.746 km
1.000 km
14.946 km

Grid-search over time
-1.75 s (-35 samples)
1.75 s ( 35 samples)
0.07 s ( 1 samples)

Green's function calculation
input/CH_catalog/crustal.dat
128
102.40
65
104

Sampling frequencies
120.0 Hz, 200.0 Hz, 80.0 Hz, 100.0 Hz
20.0 Hz
16 x
1.2 Hz
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