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Abstract: We studied the flow induced by water jets in the subsurface oceans on
the Solar system moons - Europa and Enceladus. In water plumes of Enceladus
Cassini spacecraft detected small silica particles with radii ~ 6 — 9 nm. As
shown by experiments, these particles grow in size with time spent in the ocean.
The small size of particles suggests that the material transport from the the jets
on the oceanic floor to the source of the plume at the moon’s surface is highly
efficient. In the thesis we investigate the characteristic transport time by solving
the Navier-Stokes equation for incompressible fluid. For this purpose we have
developed a Fortran program in two-dimensional Cartesian geometry based on
the finite-difference staggered-grid method. Another program, using the second
order Runge-Kutta method, was written to reconstruct the trajectories of the
particles in the ocean. Using these tools we estimated the effectiveness of material
transport under different conditions, namely presence of global lateral flow, width
of the water jet, the Reynolds number and the number of jets.
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Autor: Martin Krivos
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Abstrakt: Studovali sme tecenie v podpovrchovom ladovom ocedne pohdnané
vodnymi tryskami na mesiacoch Slnecnej sustavy - Eurépa a Encelddus. Vo
vodnych plumach Encelada detekovala sonda Cassini malé silikatové castice s
polomerom =~ 6 — 9 nm. Experimentmi bolo ukazané, ze tieto cCastice rastu s
¢asom stravenym v oceane. Malé rozmery castic teda naznacuju, ze materidlovy
transport od trysiek na dne ocedna k vodnym plumém v ladovej slupke je velmi
efektivny. V tejto praci skimame charakteristické transportné casy riesenim
Navier-Stokesovej rovnice pre nestlacitelnd kvapalinu. Pre tieto Géely sme vyvin-
uli program v jazyku Fortran v dvojdimenzionalnej kartézskej geometrii zalozeny
na metéde koneénych krokov v sieti staggered-grid. Dalsi program, uzivajici
metodu Runge-Kutta druhého radu, bol vyvinuty na rekonstrukciu trajektorii
¢astic v ocedne. S tymito pomockami sme odhadli efektivnost transportu pri
roznych podmienkach, ako je pritomnost postranného globalneho toku, sirka vod-
nej trysky, Reynoldsové ¢islo a pocet trysiek.
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Introduction

Since the beginning of time, people have been searching for extraterrestrial life.
Water, as one of the main ingredients attracted attention of many scientists.
Hence objects containing this unique chemical compound are of a big interest
even today. Naturally, bodies in our Solar system are the easiest to observe. In
this work we will focus especially on the Saturn’s moon Enceladus and Jupiter’s
moon Europa. On these, we have not only confirmed the mere presence of the
water, but discovered whole subsurface oceans (Dougherty et al., 2009).

In four most well-known Jupiters moons - so called Galilean moons, named
after Galileo Galilei, Europa is the smallest one. Its surface is cowered with ice
crust, with little to no atmosphere containing even oxygen. During the Galileo
spacecraft flyby, the measurements of the magnetic field suggest a salty ocean
beneath the surface (Pappalardo et al. 2009). Future missions to Europa are in
progress to confirm this hypothesis. Surface of Europa is shown in Fig. 1}

Enceladus, discovered in 1789 by Willian Herschel, is natural satellite of planet
Saturn, orbiting in its E Ring. The Voyager spacecrafts on their flybys revealed ice
crust covering the whole surface with a possibility of large water reservoir under it
near the south pole. Later, in 2015 Cassini spacecraft gravitational experiments
confirmed the presence of the global ocean, separating ice crust and its core
(Thomas et al., 2015). On top of that, water plumes, emitting water particles,
were discovered near the region of the south pole - Fig. [1] - right. Composition
studies of these plumes revealed a presence of small silica particles (mainly SiOs),
with radii not larger than ~ 6 — 9 nm. This limited size has a big impact on
our understanding about the ongoing processes in the global ocean. On Earth
reconstruction of the ocean environment shows, that these silica particles grow
constantly in size with time and cannot sustain in the ocean longer than few
months without exceeding the measured size as shown by Hsu et al. (2015).
Theory supports a model, where a water jet on the ocean-core interface drives
a transport of these silica particles to the water plumes in the ice crust. The
possibility of such process is the study of this thesis.

In the following work, we will use a mathematical model to simulate a situ-
ation, where a water jet is present at the oceanic floor. The object is to prove,
that such situation may lead to stable and fast enough transport of silica par-
ticles from the oceans bottom to the plumes. Flow of the subsurface oceans is
described by the Navier-Stokes equation. Because solutions in three dimensions
are numerically difficult, we reduce our problem to only two dimensions.

In this model, we prescribe water jets on the bottom boundary and we will
monitor the speed and effectiveness of the transport in the fluid based on changes
in different parameters like the Reynolds number and width of the jet. We believe
that this experiment may contribute to understanding of this process.

The structure is as follows: The first chapter involves mathematical model
and definition of the Navier-Stokes equation. In second chapter we discretize
these equations and make numerical integration. The third chapter shows the
results of our simulations and their discussion. In the final section we summarise
the conclusion.



Figure 1: Left: Europa’s smooth icy surface with reddish-brown patterns (of
unknown composition) as seen by Galileo spacefraft during its second orbit around
Jupiter in 1996 at range of 677,000 kilometers. Right: Water plumes ejecting from
south polar region of Enceladus, backlit by the sun, as taken by Cassini spacefraft
in November 2005. Pictures from JPL/NASA archives.
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Figure 2: Sketch from Hsu et al. (2015) showing the inner structure of the
Enceladus. Middle (blue) area representing ocean will be of interest in this work.



1. Mathematical model

To simulate the flow of water inside Enceladus’s internal ocean, we approximated
the region under consideration by a two-dimensional rectangular box and devel-
oped a Fortran program to calculate the flow in the domain induced by jets at the
oceanic floor. The flow of the fluid is modelled using the Navier-Stokes equation:

ov
— Vp+ V2T + pf = piV - v+pa: (1.1)

where p is pressure, ¥ is velocity, f is external force, t is time, p is density and 7
is viscosity. The continuity equation for an incompressible fluid is:

V.7 =0. (1.2)

1.1 Dimensionless Navier-Stokes equation and
Reynolds number

The solutions of the Navier-Stokes equation depends on the combination of pa-
rameters p, v, L and 7, also known as the Reynolds number:
pvL

Re = — 1.3
p (1.3)

where L is a characteristic linear dimension. This means, that for instance, if we
replace one fluid by another with a doubled viscosity and a doubled density, the
character of the flow does not change provided that, the other parameters (v and
L) are changed so that the Reynolds number is the same.

With this information it is useful to alter eq. , to the final form with only
one free parameter — the Reynolds number. For this purpose we define charac-
teristic size D, characteristic velocity V' and dimensionless spatial coordinates x
and temporal dimensionless time t':

D
i = Da’; t=—t. 1.4
z T; v (1.4)

The derivatives with respect to the dimensionless variables are then defined as:

0 0 0 Do
— =D— — = 1.
oz} ox;’ o Vot (1.5)
and the Navier-Stokes equation [I.1] reads
e v/ IR v/ g =7/ = ﬂ@
V + V U+ pf = DUV U+ D o (1.6)

where the prime in V' means diferentiation with respect to dimensionless vari-

ables. By multipliing eq. (1.6]) by factor V2, we get

_VIL+LVQE+D_J?_£
ot’

/
1.
pVz  pDV V V2 TV (1.7)

<|@1

v,z
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which can be expressed in terms of Reynolds number (1.3)) as follows:

—

1 . — — — a’l}/
— V' + =V + [ =0V + —, 1.8
L Jr=v Vs ot’ (18)
where p’ = p%. Removing the primes we obtain:

Il o, 7 .o OU
§Vv+f—vVv+a. (1.9)

Equation (1.9) is the final form of Navier-Stokes equation which we will use in
the following sections.

- Vp+

1.2 Two-dimensional rectangular area
and boundary conditions

Because of time demanding computations and available computer memory, we
have simplified the problem by restricting our model into two dimensions only.
As the depth of Encaladus’s ocean is much smaller compared to its horizontal
extent, we have chosen a rectangular domain as it best fits the real situation and,
at the same time it is computationally feasible. The top boundary in our model
represents the base of the icy crust while the bottom boundary mimics the ocean
floor. The conditions considered on the boundaries are illustrated in Fig. [L.1]
We use the Dirichlet boundary condition at the top and bottom boundary which
corresponds to liquid-solid interface. At the side boundaries we either consider
no-slip or free-slip.

vy =vx =0 vy =V, =0

dv, ov, dv,, dv,

Yy __ X y_ _T7x

dx dy FLUID dx dy
v, =0 v, =0

Figure 1.1: Boundary conditions. Black colour represents no-slip condition and
red colour is free-slip variation. Bottom boundary is shown in Fig. [I.2]

Bottom boundary - the water jet

With Dirichlet condition on the bottom boundary we are able to prescribe the
velocities of the water jet. Two types of jets which are shown in Fig. will be
used. They will always be located in the middle of the computational domain
and will be accompanied symmetrically with two water drains with same size,
but halved velocities (so that the continuity equation holds).



Type A Type B

Figure 1.2: Velocities of the bottom boundary for jet type A and B. Type A:
Water jet has dimensionless width w = 1/150 and velocity v = 1. Type B:
Velocity has a sine-like character where width w is parameter that can be changed.



2. Numerical representation

Since the Navier-Stokes equation cannot be solved analytically, we need to re-
formulate eq. with condition into a numerically suitable format. In
this chapter we show how to transform these equations using a finite-difference
method in space, their numerical integration in time and that this formulation
yields a numerically stable solution.

2.1 Staggered grid

For our purposes, we have chosen quite simple, but effective grid to mesh our rect-
angular computational domain.(”Staggered grid”, for more details see Thomas et
al., 2015). The grid is shown in Fig. . Note, that there are four types of points
(nods) all distinguished by colour and shape. Each type represents some quantity.
The green and pink circles contain values of y- and x-component of the velocity,
respectively. The orange squares contain pressure and the blue squares are left
empty. To obtain desired value in different nod, we use arithmetic mean of clos-
est values. For example: to obtain x-component of velocity in orange square, we
use averaged value from the nod to the left and the nod to the right(in Fig.
denoted by red arrows). To obtain value of x-component of velocity in green
circles, we use averaged value of four closest points (in Fig. denoted by purple
arrows).
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Figure 2.1: Staggered grid layout.

The set of all four symbols forms a cell (marked by a light blue square in
Fig. [2.1). Each cell is defined by a pair of indexes (i,j) increasing along the x-
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and y-axes. Cells are numbered in each direction starting from the lower left
corner. The number of these cells defines the resolution of the grid. In numerical
formalism, we abandon continuous axes x and y and we replace them by discrete
axes i and j.

Each cell contains three unknowns and to obtain a unique solution, we need
three equations for each cell. These are the Navier-Stokes equations for x- and
y-component and the continuity equation. Boundary cells must be treated sepa-
rately and we will discuss them later in section [2.2.2]

For further reading, it is important to note, that for numerical purpose, the
Navier-Stokes equation is expressed in terms of two first-order partial dif-
ferential equations, namely the momentum equation

—

> 0
—Vp+nV-a+pf:p17V~17+pa—:, (2.1)

where o is the deviatoric part of the Cauchy stress tensor.
The constitutive equation for a newtonian incompressible fluid

o =n[Vi+ (Vd)T], (2.2)

Components o,, and oy, of this tensor are discretized in orange squares (to-
gether with pressure) while blue squares contain the values of unknown o,,. Since
the stress components can be expressed in terms of velocities (see eqs. ,
and , they are not considered as independent unknowns, but rather auxiliary
variables facilitating the staggered grid implementation.

2.1.1 Analytical to numerical

The transformation of analytical equations into numerical formulas will be demon-
strated in the following example where we will calculate partial derivative of the
y-component of the velocity v, with respect to x - see Fig.[2.2] Here we use a first
order differential scheme i.e. we take two values next to each other and divide
their difference by their distance:

% Vi — i L

ox Az (2:3)

Figure 2.2: Numerical derivative example.

The other equations are expressed in an analogical manner.



2.2 Numerical discretization

The notation of variables and their derivatives corresponding to time step n and
a grid cell (i,j) is shown in Fig. 2.3

ceII coordinates

L,j
vx,y
component / ™ o

ay

tlme

Figure 2.3: Indexes of quantities in numerical equations. In this figure partial
derivative with respect to y of x-component of the velocity at time step n in cell
coordinate (i,j) is shown.

2.2.1 Spatial equations

In this section We Will show spatial discretization of equations. We omit the

partial derivative 22 B U and its discretization will be discussed later in section m

Navier-Stokes equations

We express the momentum equation (2.1)) in cartesian components:

—~ % + 880;”“" + 8g;y +pfe = % + pvy% + p%, (2.4)
- % + 8;;y + a;;’y +pfy = pvx% + pv y% + p%, (2.5)
where we have used:
Ozz = %% (2.6)
o 27)
e (2 ) o

In our application, no external forces are present and the flow is only driven by
the influx prescribed at the boundary. Hence we set f, = f, = 0 in egs. and
([2.5). In addition, cells in our grid will be uniform and square-shaped, meaning
that Ax = Ay = const., where this constant will be chosen from size of the
domain and number of cells.



The discretization of egs. (2.4) and (2.5) on a staggered grid (section [2.1.1))
leads to the following algebraic equations:

i s it B It B et

Ax + Ax + Ay — U 2Ax oy 2Ay ’

(2.9)

N B A I e
Ay Ay Ax — U 2Ax Yy 2Ay

(2.10)

Discretizing the formulas (2.6), (2.7)) and (2.8)), substituing them in (2.9)) and
(2.10]) we finally obtain:

1 i—1j 1 ij 2 1 i1 2 2 1 i 2 1 Y
At Art * Re Ag2'® Re \ Ax? * Ay? Vet Re Ag2'® *
n L_U;,jfl n LLU;‘;J'H L e L
Re Ay? Re Ay? Re AzAy YV ReAzxAy Y
1 pi— i+ 2 1 Lt — v — v T v —
Re AxAy Y Re AxAy Y * 2Ax Y 2Ay ’
(2.11)
ipi)j_l — iplﬂ + ’Ui+1’ji 1 — i 7"+17j_1# + i i+1’ji_
Ay Ay ' ReAzxAy Re ® AzAy  Re V  Ax?
2 (1 2 11 2 1 1 1 .
e X N I D % Bl = 2,7—1 I S O
Re'v (Am2 * Ay2) " Re AzAy * Re AxAyvx * Re Az2'Y *
. 2 1 . pitld _ gL piitl _ gihi—1
I /Lv]‘f’l - 7‘7]71 — {L'—y Y —y Y . 212
* Re Ay? Y Re Ay? Yy ! 2Ax Ty 2Ay (2.12)

Continuity equation

Compared to the Navier-Stokes equation, the continuity equation (|1.2)) is simple,
because it contains only velocities and that is why its discretization is straight-
forward. By using the same formal steps as above, we get:

i+1j _ i G+l gyid
vx U:): Uy ’Uy

Ax Ay

= 0. (2.13)

2.2.2 Points at the border and boundary conditions

In Fig. the blueish area marks the computational domain and the thick black
lines denote its boundaries. In order to obtain a complete set of numerical equa-
tions over the computational domain, we also need nodes outside the domain.
These nodes are required to express the boundary conditions and the spatial
derivatives in the partial differential equations at the boundaries. Since we want
to keep the homogeneous structure of the cells everywhere (both inside and out-
side the domain), we will also define the nodes which are not needed for diretiza-
tion of equations, but they allow the cell structure to be uniform. The values
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in these nodes can be chosen arbitrarily and associated with the formal equa-
tion which is not linked to the rest of the equations. These nodes are crossed in
Fig. 2.4l and labelled as formal equations.

We will first discuss the no-slip boundary condition, which requires that v, =
vy = 0. If the node with the appropriate velocity component lays directly on
the border, we apply the boundary condition of type 1.(see Fig. . If it is not
the case, we prescribe at the boundary the average value obtained from velocity
components outside and inside the domain. This is referred as the boundary
condition of type 2 in Fig. 2.4

The free-slip boundary condition is evaluated in analogical manner(is not
shown in Fig. .

The Navier-Stokes equations @ and (2.12)) have to be slightly altered at
the boundaries. Recalling equations ED and , we can see that if some of
the stress components must be expressed outside the border, we would require
another row/column of cells outside the computational domain. To avoid this, we
define a new variable p that represents the traction force at the boundary of the
domain. It is a sum of p and o,, or o,, (which one is present). We abandoned
overall uniformity of the cells. Some orange squares will represent p instead of p
(these are denoted with horizontal strip in Fig. [2.4]

The discretized Navier-Stokes equations at the boundaries can be generally
expressed as follows:

1 i—1,5 1 ij 2 1 i,7 2 1 i+1,5
Ar? Azt * Re <Ax2 * AyQ)UI * Re Az? @ *
Re Ay? " Re Ay? " Re AzAy YV ReAzxAy Y
Ll g, 2 g w Y Y Vid L _ il
Re AxAy Y Re AxAy Y * 2Ax Y 2Ay ’
(2.14)
ipi’j_l — ipu] + Ui"'l:ji 1 — L/U;J"Lj_l# _|_ i i+1’j_
Ay Ay Re AxAy  Re AzAy  ReV
_ Livid L 4+ — ) = Uivji; + i 1 eIl 4 LLUZ’*LJ'_’_
Ax? Re ¥V \ Az?  Ay? " Re AxAy  ReAzxAy * Re Ax? Y
i1, _ i1, Qg+l =1
2L g 2 gt ot o
Re Ay? Y Re Ay? Y ¢ 2Ax Y 2Ay
(2.15)

Where the facultative terms (used only at specific boundaries) are marked in
colours. The appropriate algebraic equations are obtained using the following
recipe:

e Look at Fig. and identify of which colour is the border where you want
to write the equation.

e Drop the fraction typed in this colour in egs. (2.14]) or (2.15)).

e In the equation where you dropped the fraction in the previous step, change
the digit 2, typed in pink, to 1.

11



e According to Fig. replace p with appropriate p.

e The equation you obtain following these steps is the Navier-Stokes equation,
you will use at the chosen boundary (the other one is unchanged).

j " GREEN BORDER
— ! |
n -
- _{ é -
n-1 1 g §
o _{ :
—® — 0
=
C
—_ m
w
O
I® — A
O
m
2 -
|
1 -
. _-[:] I ITI IT‘ I® IT‘ ! ITI 3
v ! RED BORDER ! ' i
2 m-1 m
Inside area Border
Boundary condition Boundary condition
type 1 type 2
= p ® Formal equation

Figure 2.4: Scheme of boundary conditions for m x n area (for description see
text).

It is important to note, that the cell with coordinates (2,2) is located on two

boundaries and it will miss two fractions, unlike all the other points, that will
miss only one.
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2.2.3 Time equations

Navier-Stokes equations

After discretizing the spatial Navier-Stokes equation into egs. (2.11]) and ([2.12]),

we add time derivative 22 which was omitted in previous step:

ot
1 -1 1 i 2 1 i1 2 2 1 ij 2 1 i1,
At At * Re Az? * Re \ Ax? * Ay? Vet Re Ag2'® *
Re Ay? Re Ay? Re AxAy YV Re AxAy Y
B i;vi*1:j+1 i;vivj+1 _ 0, U;—H,] — UZZ—LJ n o, UZIU-H _ U;’J—l N
Re AzAy Y Re AzAy Y 2Ax 2Ay
nvi,j _n—1 Ui,j
+ T, (2.16)
L L g L L Ly 1y 1
Ay Ay Re AxAy  Re AzAy  Re V  Ax?
1 2 o1 1 2 y o
P X N I B % B = 2,7—1 I S 0
Re ' (Aa:2 * AyQ) " Re AxAy * Re AxAyvx * Re Az2'Y *
i+1,j _ i—1, bl yii—1
+ ii i,j+1 iivi,jfl _ /vay J Uy J +vayﬂ vy] N
Re Ay? Y Re Ay? Y 2Ax 2Ay
nvi,j _n—1 Ui,j
+ yA—ty. (2.17)

Time step

Instead of setting one time step that will not change through the whole run of
the simulation, we determine its best value after each individual step. We do this
in the following way:

1. We find the nod with the maximum speed in our computational domain.

2. Based on already known size of cells Ax = Ay, we calculate time needed
for this fastest particle to cross one cell:

tmaz’ = A:E/Umaam
3. Now we reduce this amount by a chosen constant ¢ € (0,1):
tstep = ¢ tmaz-

Constant ¢ in given interval ensures, that no particle travels more than one cell
width during one time step. Value of ¢ = 0.5 was chosen.

2.2.4 Numerical integration

In previous sections we have created equations that can be written into our For-
tran program. In this section we will enhance them to improve their stability.

13



Linearisation of non-linear term vV - ¢

One of the greatest complexities in Navier-Stokes equation is the non-linear term
— vV - U. When linearised, a linear solver could be used to find the solution.
One of the methods is shift in time for velocity:

SO VA T R TAVARLE (2.18)
Equations ((2.16)) and (2.17) will change to (we do not show the other parts):

n,it+l,j _n ,i—1j n,ij+l _noii—1

n—1 n—1
. , 2.19
v AL + Uy 2Ny ( )
nidly moi—1,j N+l _n ,ig—1
n—1_ Yy Yy n—1 Yy Uy
p 2.20
v AL + Uy 2Ny ( )

Upwind scheme

Upwind scheme is computational method for discretization of partial differential
equations and is used in places, where propagation of information with distinct
direction is present. In our case, information is flow of the fluid with its velocity
U = (vy, vy) which will give us direction of propagation.

We define for x-component

"ot = max(" v, 0); "lys = min(" ', 0), (2.21)
and . .y oy .
7’L,U’L,j _n ,UZ— 5] TL,UZ ] _n ,Ul,j
Vo = — v, = ——— ", (2.22)
’ Ax ’ Ax
nvi,j n gt Jj—1 nvi,j—‘rl -n ,Ui,j
v, = — ; vi =2 = (2.23)
7y Ay 7y Ay
For y-component the definitions are similar.
Applying above definitions to equations (2.19) and ([2.20]) we obtain:
(2.19) =" vfv, +" ogod oo, T o o), (2.24)
(2-20) =" vfv,, +" og v+ e, T o) (2.25)

It is important to note, that upwind scheme played a major role in our com-
puter program. Without this scheme, our program faced many instabilities and
usually ended with unreliable results. Upon applying this method, we have gained
huge stability improvements.

Stabilization by including formal compressibility

In computer binary representation, not all decimal numbers can be expressed
perfectly, therefore small numerical error is almost always present. The right
hand side of the continuity equation is equal to zero which gives very little
freedom to rounding errors of the derivatives on the left hand side and program

14



may become unstable. To remove this behaviour, we add small compressibility
to the fluid. The continuity equation will be:

Vi +ep=0. (2.26)

We will denote to € as compressibility coefficient, because of its physical meaning.
Our fluid will be considered as incompressible, because the coefficient ¢ is very
small and has no visible physical effect.

We have had run few tests to estimate our optimal value of € to be ¢ = 107°.

2.3 Solver
With set resolution n x m, equations (2.16[), (2.17) and (2.13)) form a system of

N := 3 xm * n linear equations with N unknowns which we solve using already
mentioned Fortran program. Using matrix formalism the system can be written
by the following equation:

A-T=b, (2.27)

where b is right hand side vector of dimension 1 x N, x is the vector of unknowns
also of dimension 1x /N and A is band matrix of dimension N x N with KU = 3xn
upper-diagonal and KL = 3 xn + 1 sub-diagonal elements. Each line in matrix
A represents one equation and each column one variable. Procedure dgbsv from
LAPACK library and Intel® Fortran Compiler were used to find the solution of

2.

2.4 Computation of particle trajectories and
markers densities

We are mainly interested in the amount of particles propelled through the fluid,
rather than overall flow. For this purpose we need to reconstruct trajectories
of individual particles and focus on those, coming from the water jet. We have
written new program in Python programming language which reconstructs trajec-
tories, based on results of our Navier-Stokes program, using Runge-Kutta second
order method.

Rather then following each particle one by one, it is more useful to inject many
and monitor how their density in the domain changes with time. To see if the
transport of the silica-particles is effective, we picked two areas of interest which
are shown in Fig. . We release testing particles (markers) in small segment 2
cells wide and 2 cells above the bottom boundary.
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Figure 2.5: Scheme of areas of interest for densities of markers. Area I (green
and yellow) is on tenth of high and spans through the whole width of the compu-
tational domain - this represents the whole area where plumes may origin in the
ice crust. Area II (yellow) is also on tenth of hight, but width is only one fifth of
the width and is located directly above the water jet in the middle.
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3. Results and discussion

Our results are shown separately for bottom boundary of type A and B (see
Fig.|1.2). The reader should be also familiar with Fig. |2.5]

3.1 Bottom boundary of type A

Our first simulations were in rectangular box (with dimensionless width equal to
4 and dimensionless height equal to 1), where we could monitor wide area of the
ocean and it best approximated its height:width ratio. From Fig. [3.1 we see that
used resolution 300x 75 is not satisfactory. With higher resolution, computational
time increase would be too demanding, hence we abandoned rectangular shape
and focused purely on the flow in the middle using square computational domain
with dimensionless height equal to width (=1).

time=00066.871388830

70
60
50
40
30
20
10

H WS

coocooo00

50 100 150 200 250

Figure 3.1: Snapshot of velocity from rectangular problem with resolution
300x75, Reynolds number Re = 10°, no-slip on sides and water jet type A.
As in all following snapshots, axes denote cell numbering. Considering the depth
of the ocean to be ~ (10 — 100) km, our water jet has width ~ (130 — 1300)
m which is much more than is expected. We have to increase the resolution to
reduce this value.

As stated in section 1.1, character of the flow depends only on the Reynolds
number. Fig. demonstrates how L?-norms change with the Reynolds number
in square computational domain. In Fig. and Fig. velocities in several
time steps are shown for Re = 10° and Re = 10* respectively. We have used our
Python program to reconstruct trajectories of particles, where several of them
are shown in Fig. [3.5] Of our primary interest is to demonstrate, that sufficient
percentage of these particles reaches top border in adequate time. In Fig. [3.6] we
show how concentration of 1000 particles propel thought the fluid.

In real situation, several water jets, one next to another is more likely to
appear. Therefore we added 2 water jets of type A assymetrically around our
main jet from the previous problem. Snapshots of velocities are shown is Fig. [3.7
and concentration of markers in Fig. |3.8]

Up till now, we considered our ocean to be stationary, without any global
effects. It is very likely, that slap forces from Saturn create some global lat-
eral flow in the ocean. To simulate this, we prescribed 100-times and 50-times
smaller (compared to main jet) parabolic flow in left-to-right direction. Fig. (3.9
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Figure 3.2: L?-norms for different values of the Reynolds number in square box
with resolution 150x 150, no-slip boundary condition on sides and A type water
jet. We can see, that for higher values of the Reynolds number Re > 10* many
maxima/minima occur. This behaviour is caused by turbulences. L?-norm for
smaller Reynolds numbers like 10%(yellow) is very smooth which corresponds with
laminar flow.

shows snapshots of velocities from these simulations. In Fig. densities of 100
markers for Area of type I and II are shown.

18



time=00035.483850379 time=00035.992311402

140 140
0.5 0.5

120 120
100 0.4 100 0.4
80 0.3 80 ‘ 0.3

60 60
0.2 0.2

40 40
0.1 0.1

20 20
0 0

20 40 60 80 100 120 140 20 40 60 80 100 120 140
time=00036.822954890 time=00037.767550118
0.6

140 140
0.5

120 0.5 120
100 ‘ 0.4 100 0.4
80 N os 80 L1 os

60 60
Ll 02 -4 0.2

40 40
- 0.1 F1 0.1

20 20
o o

20 40 60 80 100 120 140 20 40 60 80 100 120 140

Figure 3.3: Four snapshots of velocities in square computational domain with
resolution 150x150, no-slip boundary conditions on sides, water jet of type A
and Reynolds number Re = 10°. This figure demonstrates the turbulent flow in
our simulation. In this figure a dissipation of continuous stream via turbulences
can be demonstrated.

time=00029.964938908
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Figure 3.4: Same situation as Fig. m with Re = 10*. As can be seen in Fig. [3.2]
the L? norm of this problem converges without any oscillations which correspon-
des with laminar flow. In this figure only the snapshot of the final stabilized state
is displayed.
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Figure 3.5: Six trajectories from problem in Fig. Colour denotes time inter-
val in which particle travelled corresponding segment of the trajectory. Particle
A is example of very fast particle which moves through the fluid avoiding any
turbulences. Examples C and E are particles that are caught in the circular ver-
tex, but manage to escape after few turns. Particles B and D leave the domain
through the water drain on the bottom boundary, rest is propelled over the top
border (to the plume in ice crust).
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Figure 3.6: Densities of 1000 particles in problem from Fig. in areas I and II.
All trajectories were released near water jet in dimensionless time ¢t = 25. We
can clearly identify first maximum which is a global maximum for both curves at
t =~ 30. This is time when our particles reached top border for the first time. We
can also see that approximately 90% of the particles reached the upper ice crust.

Later maxima correspond with particles that were circulating in the domain(like
particles B,C,D,EF in Fig. [3.5)).
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Figure 3.7: Velocities of assymetrical problem in square area with resolution
150x150, Re = 10%, no-slip on sides and water jet type A. In 2 cells distance
to the right from main water jet, another water jet of the type A is prescribed
and 3 cells to the left another one. Drains are made 3 cells wide to satisfy the
continuity equation. For densities of trajectories see Fig. 3.8
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Figure 3.8: Densities for 1000 particles in areas I and II for problem in Fig.

released at dimensionless time ¢ = 25. Particles reached the top border slightly

sooner compared to single jet (see Fig. [3.6)). Clearly, two extra jets create more
stable stream in the middle.
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Figure 3.9: Velocities of problem with slap forces 100- and 50-times slower than
our water jet of type A. This simulation is for square domain 150x 150 and Re =
10°. We see that 50-times weaker global flow bends our jet and does not allow any
continuous transport to form between the oceanic floor and ice crust — snapshot
to the right is the final state. On the other hand, 100-times slower lateral flow

allows formation of continuous stream as can be seen on the left snapshot. See
Fig. [3.10] for densities of markers.
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Figure 3.10: Densities for 1000 particles in Area I and II for left problem from
Fig. [3.9] (100-times weaker lateral flow). As comapred to problem without the
lateral flow (Fig. , time required for particles to reach the ice crust is approx-
imately the same, but amount of particles is about the half. This shows that
even very slow lateral flow can effect the transport. For the problem on the right
(50-times weaker lateral flow), none of the testing particles reached area I or II.
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3.2 Bottom boundary of type B

In our square problem, zero velocity condition on the sides is slowing down the
flow and does not correspond with approximations in bigger global ocean. Free-
slip condition is much more judicious option. Water jet of type B is more real
case of the water jet.

In the following we show, that the amount of transported silica particles from
the ocean floor to the plumes in the ice crust depends on the width of the pre-
scribed jet. Table|3.1|summarizes all widths we have used in both numerical width
(in cells) and responsive real width in meters (for ocean with depth D=10km).
We compare only the narrowest and the widest cases which are in Fig. [3.11] and
Fig. 3.12] The most important results are in Fig. 3.13] and Fig. where con-
centration of markers in area of type 1 and 2 respectively are shown for different
widths.

Table 3.1: Table of tested widths of water jet.
Test # Numerical[# of cells] Real[meters]

1 6 400
2 8 233
3 10 666.7
4 16 1066.7
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Figure 3.11: Snapshots of velocities in square computational domain with reso-
lution 150x 150, Re = 10?, free-slip side boundary condition on sides and type B
bottom boundary with dimensionless width w = 6. Because the jet is relatively
large, the simulation reaches semi-stationary state with little turbulences on the
top border. The stream is slightly tilted to the right side from small numerical
assymmetry in location of the prescribed jet. Compare with Fig. for much
larger jet.
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Figure 3.12: Same situation as in Fig.|3.11] but with dimensionless width w = 16.
This very large jet stabilize in shown position with almost none turbulences, thus
only two snapshots are shown.
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Figure 3.13: Density of 100 trajectories in area of type I. For type II see Fig.|[3.14]
Particles were released at dimensionless time ¢t = 30 directly above water jet. For
widest jet the particles reached top the fastest. This is because the largest jet
undergoes the least amount of turbulences and instabilities. For the narrowest

jet the time is the longest.
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Figure 3.14: Same situation as in Fig. [3.13] but for area of type II.
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3.3 Discussion

We did series of simulations in simplified 2D cartesian geometry which purpose
was to rate the flow in subsurface ocean induced by water jets on the ocean floor
and estimate durations of nano-silica particles transport.

Results that are shown in chapter 3 show, that the transport of nano-silica
particles in the ocean is very effective. Even when the depth of the ocean is
(D = 50 km) and velocity in jet is very low(v = 1 m/s), the transport takes only
97 hours. This time is less, than is needed by geochemical model from Hsu et al.
(2015). We did not notice much dependence on the Reynolds number, when the
jet is sufficiently small and when the lateral flow on the ocean is much smaller
than water jet. Sufficient amount of concentration of nano-silica particles near
top boundary even when the lateral flow is not stronger than 1% of the water jet.

Simulations shown in chapter 3 show first step to realistic flow in the sub-
surface ocean on Enceladus or Europa. We would like to point out, that our
simulation is simplified and is neglecting many effects which may have effect on
the material transport. The most important simplifications (from most impor-
tant) :

e The width of the water jets is unknown, hence it is very likely that their size
is much smaller than those we have used. On Earth, the ocean objects that
supports hydrothermal convection (black smokers) have widths in meters,
while our narrowest size is ~ 67 m. It is most likely, that with very narrow
jets, the diffusion of the nano-silica particles would be much bigger and their
transport less effective. With limited amount of data it is possible that the
hydrothermal circulations on Enceladus is different from that one on the
Earth, where (and probabily also on Europa), the hydrothermal circulation
is induced by magnetism. The main source of heat on Enceladus is slap-
heating. This heating has long-wavelength character and similar may be
the hydrothermal circulation. If so, the depth of the ocean chosen in this
work is only lower estimation.

e The resolution is not sufficiently high. It does not allow us to prescribe
even narrower jets (see point above).

e Our model is only two dimensional and Cartesian. In 3D geometry the
transport time would probably be bigger.

e In our model, we work with the traditional Navier-Stokes equation and
we do not include turbulences via RANS (Reynols Averaged Navier-Stokes
equation). Character of the fluid is given only with chosen geometry and
the Reynolds number. The effect of turbulent viscosity is not included in
our model.

e We assume, that the water in the ocean is homogeneous in all the domain
and have constant salinity. We omit the thermal convection which would
most likely only empower the transport, because the water from the jet can
have more than 90° than is estimated average temperature of the ocean.
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Conclusion

The object of this work was to show that there exists sufficient transport of silica
particles from the ocean floor to the top in subsurface ocean of Saturn’s moon
Enceladus or Jupiter’s moon Europa. In order to test the hypothesis we developed
a Fortran program that allows us to simulate the flow of the fluid in cartesian 2D
computational domain induced with water jet on the bottom. Program uses stag-
gered grid and can solve the Navier-Stoke equation up to resolution of 300x75
or 150x150. Hence it can effectively simulate the flow for the Reynolds number
up to Re = 10°. We did series of tests for different shapes of the domain, differ-
ent boundary conditions and different water jets. We have also written another
program in Python programming language, to reconstruct the trajectories of the
particles. We have used this program to compute density of silica particles right
below the upper ice crust.

We showed, that when the water jet is approximately 150 times smaller than
the depth of the ocean, the transport of the particles from the ocean floor to
the top is very effective and transport times are lower than those limited by the
geochemical model from Hsu, (2015).

The limits for our model which we set in discussion, suggests next possibilities
for the following research. Our work presents the first estimation to quantify the
speed of the transport of the nano-silica particles in the subsurface ocean on the
ice moons.

Despite many simplifications, we believe that our work is useful first step
towards the research of this phenomenon which may have big impact for astro-
biological potential on Enceladus or Europa.
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