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two magnitudes. We find that the effect of Coulomb stress change is nontrivial
and depends on factors such as the domain of stress load and the slip velocity
on it.

Keywords: Earthquake; Dynamic model; Seismicity

5



6



Introduction

There are two basic approaches to modeling earthquakes: kinematic, in which
it is assumed that the spatio-temporal evolution of slip on a fault is known, and
dynamic, in which physical laws are used to evaluate the evolution of slip on
faults. The prevalent approach to dynamic modeling is to simulate earthquake
rupture as frictional sliding. A non-linear model called rate-and-state friction
based on laboratory experiments with sliding of rocks is most commonly used
for this purpose. Rate-and-state models allow modeling of a wide range of both
seismic and aseismic phenomena. In this thesis, we use frictionally heterogen-
eous three-dimensional models of faults governed by rate-and-state friction to
explore two areas of interest: the effect of external stress applications timing of
earthquake rupture and the relation between heterogeneity of frictional para-
meters and seismicity

Observations suggest that when stress on a fault changes - for example due
a nearby earthquake- a quantity called Coulomb stress change ∆CS, plays an
important role in determining the time of occurrence of subsequent earthquakes
in the affected area. Coulomb stress change is defined

∆CS = ∆τ − µ∆σ,

where ∆τ and ∆σ are changes in shear and normal stress, respectively, and µ is
the coefficient of friction. Areas with positive ∆CS show increased seismicity,
whereas areas with negative ∆CS show a decrease in seismicity. The effect of
∆CS was explored by Perfettini et al. (2003) for a model of two-dimensional
rate-and-state friction fault and Gallovič (2008) for three-dimensional fault. In
this thesis, we present a study on the effect of various parameters of Coulomb
stress change on the timing of earthquakes.

In order to be able to evaluate the effect of Coulomb stress change on realistic
models, we search for distributions of frictional parameters that give rise to
realistic Gutenberg- Richter frequency-size distribution of earthquake events.
We perform these studies in a so called quasi-dynamic approximation, which
neglects propagation of wave effects, but admits fast computation of slip on
fault. Lapusta (2000) has shown that approximation does not cause major
departures from the fully dynamic model

In the first chapter, we provide a brief historic review of friction, the motiv-
ation for developing rate-and-state friction, its basic properties and relevance to
earthquake modeling. In the second chapter, we present the numerical meth-
ods used in this thesis. In chapter three, we show the results of our study of
seismicity. In the final chapter, we show a study of the effect of Coulomb stress
change on both a frictionally homogeneous model and models with heterogen-
eous distribution of parameters.
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Chapter 1

Theoretical background

In this chapter, we explain the relevance of friction for earthquakes and present
the framework of rate-and-state friction and its application to earthquake mod-
eling.

1.1 Why friction?
For the first half of the 20th century, earthquakes were understood to arise as a
result of brittle fracture in the crust. This view was first put forth by H.F.Reid
after the great earthquake in San Francisco, 1906 (Zobeck, 2006) , in his theory
of elastic rebound. According to this theory, the tectonic plates moving relative
to each other get locked at brittle plate boundaries. As a result, elastic shear
strain is gradually accumulated until the internal strength of rocks is reached
and a shear crack appears, suddenly releasing the accumulated strain and stress-
strain energy. The resulting slip then radiates seismic waves. On the other hand,
the style of deformation below the brittle layer is dominated by ductile flow and
no fracture can occur there. The theory thus provides a plausible mechanism
for earthquake nucleation, as well as a causal relation between earthquakes and
the formation of cracks - before its formulation, it was speculated that cracks
are formed as a result of earthquakes, not the other way around - and it allows
to separate lithosphere into seismic and aseismic domains. The elastic rebound
theory emphasizes the importance of brittle rheology and the concept of rock
strength for earthquake nucleation.

However, elastic rebound as a universal mechanism for earthquakes was chal-
lenged on several grounds. Most obviously, the theory does not explain the
emergence of earthquakes on plate surfaces that are already fractured (i.e. pre-
existing faults). Brace and Byerlee (1966), referring to earlier works by Jeffreys,
Orowan and Griggs and Handin pointed out that rupture must be accompan-
ied by sliding to release energy and that this sliding cannot take place because
the stress drop required to overcome dry friction on the fracture surface would
be prohibitively high. Another problem for elastic rebound were the low val-
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ues of the stress drops estimated for most earthquakes when compared to the
stress drops observed for ruptures of rocks in laboratory (the latter was typically
observed to be by one ore two orders of ten higher than the former).

Brace and Byerlee suggested that the mechanism of earthquakes may be
analogous to the motion of rocks sliding one over another when subjected to
loading in laboratory. Rather than sliding smoothly, the rocks exhibit a kind
of jerky motion called stick-slip (a term previously used within the engineering
community) for certain laboratory conditions. During stick-slip, the rocks first
undergo zero (or negligible) slip. After some time, the rocks slip suddenly
and then get locked again. As long as there’s loading, this motion repeats ad
infinitum. This suggests that it does not arise due to the formation of cracks, but
due to the dynamics of sliding friction between the rocks. We shall give a brief
account of the stick-slip phenomenon in one of the following sections. Brace and
Byerlee proposed that if stick-slip occurred on real geological faults, then it could
provide a mechanism for earthquake nucleation on surfaces that are already
fractured. It could also explain the weak stress drops and why they correspond
to only a small fraction of the rock strength. Moreover, it was observed that
the properties of the stick-slip motion depend not only on the characteristics of
the sliding material, but also on the coupling of this material to loading. For
example, by increasing the stiffness of loading or its velocity, stick-slip can be
made to disappear and stable sliding occurs. This suggested that the dynamics
of the stick-slip earthquakes could be studied as a system dependent stability
problem, with seismic behavior occurring in the unstable stick-slip regime and
aseismic behavior occurring in the stable regime. It became clear that a detailed
study of friction would be necessary to understand the physics of earthquakes.

1.2 Why rate-and-state friction?
The exact micro-physical mechanism of friction remains enigmatic to this day.
A brief account of history of friction physics was given by Nordhagen (2003).
The first person academically interested in friction was Leonardo da Vinci. He
suggested that sliding friction was proportional to the normal force and inde-
pendent of the area of contact between sliding surfaces. He also introduced the
concept of the coefficient of friction (ratio between the tangential and normal
forces). Da Vinci’s conclusions were later rediscovered by Amontson (1699),
Coulomb (1785) and Morin (1833). Today, they are called Amontons’ first and
second law, respectively. The third Amontons’ law, also known as Coloumb’s
law of friction, posits that the coefficient of kinetic friction is independent of
the sliding velocity. Under Coloumb’s model of friction a static coefficient of
friction is also introduced as a threshold ratio between applied and normal force
required for sliding to occur.

The first plausible microscopic explanation of the first and second Amont-
sons’ laws was given by Bowden and Tabor in 1950 . They found that two
materials sliding over another do not touch over their whole area A , but only
at a small number of asperities, whose real area is Ar. Bowden and Tabor as-
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sume that both the macroscopic normal force N and the frictional force F are
proportional to the real contact area, so that that

N = Arσc, F = Arτc,

where σc and τc are the contact stresses at asperities. These relations follow
from assuming that the asperities undergo plastic deformation, so σc and τc
correspond to plastic yield stress of asperity junctions (Putelat, 2011). For the
coefficient of friction µ , this implies

µ = F

N
= τ

σ
= τc
σc
, (1.1)

which is independent of the area and normal force. The adhesive forces between
junctions were thus proposed to be the main cause of friction. However, apart
from adhesion, a plowing effect was found to be important for rougher surfaces ,
in which a harder material penetrates the softer, producing grooves - the energy
required for their creation must be supplied by the friction.

Remarkable velocity- and slip- dependent departures from Coulomb’s model
of friction were first documented by Rabinowicz (1951) and, following the sug-
gestion by Brace and Byerlee (1966), that friction plays an important role in
the process of earthquake nucleation, later rediscovered in experiments by Ru-
ina, Dieterich, Scholz and others. It was found that the coefficient of static
friction increases with time and that kinetic friction exhibits nontrivial velo-
city and time dependence. The rate-and-state laws of friction were developed
at the late seventies and early eighties as a constitutive macroscopic frame-
work to phenomenologically incorporate the understanding of friction gained
from the laboratory experiments. A great deal of work was done in which the
rate-and-state friction was applied in modeling the behavior of seismic faults.
The laws have been successful in reproducing “virtually the entire range of ob-
served seismic and interseismic fault behaviors, ranging from preseismic slip
and earthquake nucleation...to coseismic rupture... and earthquake afterslip....
In addition, the laws have been widely used to describe systematic variations
in seismic behavior, including the depth of seismic faulting, variation of stress
drop with earthquake recurrence interval ...seismic slip complexity...variations
in the stability and seismic coupling at subduction zones...and characteristics of
aftershock decay” (Marone, 1988). Below, we provide a very brief overview of
of aforementioned friction experiments, formulate the rate-and-state laws and
show how they can be used to match the experimental results.

1.3 Rock friction experiments
It is not our aim to give an extensive and detailed account of the experiments
on rock friction. Instead, we concentrate schematically on two basic types of
experiments that capture the most important effects that led to the formulation
of RS laws. These are the velocity-step and slide-hold-slide experiments. We will
mention some important corrections stemming from other experiments later.
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In both of the experiments two rocks of apparently planar contact interfaces
are compressed by a constant effective normal stress σ̄ and forced to slide over
each other by some loading of high effective stiffness k (i.e. it is assumed that
the elastic coupling of the materials to external loading can be modeled with
a spring). The effective normal stress is defined to account for the effect of
possible fluid permeation of rocks by the relation

σ̄ = σ − p, (1.2)

where σis the confining normal stress and p is the pore pressure exerted by the
fluid. The movement of the rocks is confined so as to have only one degree of
freedom perpendicular to the direction of normal stress. The relative motion
of rocks is called slip and we will denote it by δ. The time-derivative of slip is
called slip velocity or slip rate and we will denote it by the letter V . The slip
rate in the experiments is typically low, of the order 0.01 − 1000 µm/s. In all
the experiments, the shearing stress τ acting on the interface plane - friction is
measured at all times. The coefficient of friction µ is defined as

µ = τ

σ̄
(1.3)

In the velocity-step experiment the rocks are first forced to slide at constant
velocity V1. After some time, a steady-state sliding is observed, in which the
friction settles to a constant value τ1. Then a sudden jump to a new velocity V2
is enforced by the loading. The graph of friction against slip is shown on figure
1.1. The most important features of observed frictional behavior are as follows:

1. Right after the velocity jump, there is an instantaneous change in fric-
tion with the same sign as the change of velocity. It was found that the
change of friction due to the velocity jump ∆τ(V1 → V2) is approxim-
ately proportional to the logarithm of the ratio between the two velocit-
ies: ∆τ(V1 → V2) = A ln V2

V1
. The constant of proportionality is A = aσ̄,

where a is a parameter that depends on both the material used and ex-
ternal conditions. The typical order of a is about 10−2− 10−1. This came
to be called the direct (velocity) effect.

2. After the jump, there is an approximately exponential relaxation towards a
new steady-state value of friction, which depends solely on the new velocity
(in the sense that it does not depend on the history of sliding). The slip
distance over which this relaxation happens is called the characteristic or
critical slip distance and is denoted by DC or L in the literature (in this
thesis, we use DC). The relaxation curve to the steady-state is symmetric
for jumps of opposing logarithmic magnitude. in figure 1.1, we can see that
the new steady-state value is smaller than the original one. Since V2 > V1
in this case, this means that the steady-state value of friction decreases
with velocity. Accordingly, this behavior is called velocity-weakening. For
some conditions and materials, particularly for lower values of normal
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Figure 1.1: Friction vs slip in the velocity step test. After Marone (1998)

stress and higher temperatures, the opposite behavior - called velocity-
strengthening - is observed. The dependence of steady-state friction τSS
on velocity was found to follow

τSS(V ) = const+ cσ̄ lnV, (1.4)

where c is a parameter that can be both positive and negative (corres-
ponding to the velocity-strengthening and velocity-weakening behavior,
respectively).

The velocity-step experiment shows that the coefficient of friction is a function
of velocity. However, it is clear that it cannot be a single valued function of
velocity, as there is a time/slip dependence of friction during it’s relaxation to
the steady-state value. In other words, there is an evolutionary effect dependent
on the history of slip.

The slide-hold-slide tests show another type of time dependence of friction.
In this experiment, the rock is again at first loaded with constant velocity. The
load is then stopped for some time ∆t and released again. The corresponding
change in friction can be seen on figure 1.2. As we can see, first there is a
rapid decrease in the friction coefficient (this can be interpreted to be a result
of the direct velocity effect) and then a rapid increase. The local maximum of
friction is interpreted as a new value of static friction µS . As we can see from
figure 1.2, static friction is increasing with the hold time. This phenomenon has
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Figure 1.2: Friction vs slip in the slide-hold-slide test. After Marone (1998).

been called healing, aging or strength recovery. Note that simple friction laws
dependent only on slip or velocity are incapable of describing this phenomenon.

It was found that the dependence of healing on the hold time can be described
by the relation (Paterson, 2005):

µS = µS0 + β ln(1 + ∆t
tC

), (1.5)

where µS0, β and tC are constants.
Figure 1.3 shows the dependence of static friction on the hold time in logar-

ithmic scale as measured by several authors.
Finally, we note that a general feature of sliding experiments is that the

rocks can exhibit both stable sliding as well as unstable, stick-slip behavior.
The regime of stability depends not only on the materials, but also on the ex-
perimental apparatus- transition from stable to unstable regime can be induced
by decreasing the load stiffness or by increasing the effective pressure or the
loading velocity (Dieterich, 1979).

1.4 Formulation of the rate-and-state laws
As we have seen, a macroscopic constitutive law for friction should be able to
incorporate a direct velocity-dependent effect as well as evolutionary effects -
relaxation and healing. The rate-and-state framework accounts for the evolu-
tionary effects by assuming that they happen due to evolution of an interfacial
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Figure 1.3: Dependence of static friction on hold time. Logarithmic scale for
the hold time is used. After Marone (1998)

state. This state is determined by a finite number of values of state variables
θi,. For simplicity, only one state variable θ is usually considered, for the price
of a possibly worse fit of the RS laws to experiments. Most of the rate-and-state
modeling was done with one state variable. Rate-and-state laws are defined by
the constitutive law

τ(V (t), θ(t)) = F (V (t), θ(t)) = σ̄(t)
(
µ∗ + a ln V (t)

V∗
+ b ln V∗θ(t)

DC

)
, (1.6)

where µ∗, V∗, a, b and DC are all positive parameters and the evolution law,
which is a first order differential equation for θ:

dθ

dt
= G(V, θ), (1.7)

with some function G(V, θ). The evolution law tries to capture the essential
dynamics of the interfacial state. The form of F as given in eq. (1.6), called the
Dieterich-Ruina constitutive law, is almost exclusively used in modeling (apart
from possible regularization). However, several forms for G have been proposed.

The most common forms of G are the ageing law:

dθ

dt
= Gaging(V, θ) = 1− V θ

DC
(1.8)
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and the slip law:

dθ

dt
= Gslip(V, θ) = − V θ

DC
ln V θ

DC
(1.9)

Both laws capture the essential features of experiments, but differ in their
ability to explain specific details.

Let us show that the equation (1.6) coupled with equation (1.8) is able to
reproduce the described features obtained from experiments.

First, let’s solve for the steady-state in which dτ/dt = 0. Like in the exper-
iments, let us suppose that both σ̄and V are fixed. The condition for steady
state then reduces to

dθ

dt
= G (θ(t), V (t)) = 0, (1.10)

which implies
θSS(V ) = DC

V
, (1.11)

where we have used the subscript SS for steady-state (this is true regardless of
the evolution law G used). Plugging this into eq. (1.6) we obtain

τSS(V ) = σ̄µ∗ + σ̄(a− b) ln V

V∗
. (1.12)

Comparing this to eq. (1.4) we see that the constant of proportionality c cor-
responds to the value of a− b in the rate-and-state formalism. Thus, for a > b
we have velocity strengthening, and for a < b we have velocity weakening. In
general, larger values of σ̄a promote stability and larger values of σ̄b promote un-
stable behavior (this will be seen in more detail in the following section). From
this formula, it is clear that the meaning of µ∗ is simply the friction coefficient
for steady-sliding at referential velocity V∗.

Next, let us show the effect of direct velocity step change. Let assume that
the rock is sliding in steady-state with velocity V1 and let it suddenly change to
V2 at time t = 0. Before the step change, friction is given by the steady state
formula above

τ(0−) = τSS(V1) = σ̄µ∗ + σ̄(a− b) ln V1

V∗
(1.13)

After the step change, θ will not have changed, because its evolution is given by
a solution of the differential equation (1.7) (we assume it is continuous), so it’s
value will be θ(0) = DC

V1
. Inserting this value into (1.6) we see that the value of

τ right after the velocity jump will be

τ(0+) = σ̄

(
µ∗ + a ln V2

V∗
+ b ln V∗

V1

)
= σ̄

(
µ∗ + a ln V2

V1
+ (a− b) ln V1

V∗

)
.

(1.14)
Thus, for the jump in friction, we have:

∆τ(V1 → V2) = τ(0+)− τ(0−) = σ̄a ln V2

V1
, (1.15)
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which is in agreement with the observations from velocity-step experiments.
Therefore, the second term represents the magnitude of the direct velocity effect
as anticipated. Again, this holds regardless of the evolution law used.

Next, let’s see how the rate-and-state law accounts for the exponential re-
laxation after velocity jump. Let us use the aging law (1.8). Since after the
jump, velocity is kept fixed at value V2, the differential equation (1.8) is easily
solved for θ(t):

θ(t) = (θ0 −
DC

V2
) exp(− V

DC
t) + DC

V2
. (1.16)

Noting that we again have θ0 = DC
V1

and plugging the above equation into (1.6)
we get

τ(t) = σ̄

[
µ∗ + (a− b) ln V2

V∗
+ b ln

(
1 + (V2

V1
− 1) exp(− V2

DC
t)
)]

. (1.17)

From the Taylor expansion of logarithm, we can see that for larger values
of t this indeed gives an approximate exponential decay with characteristic slip
distance DC to the steady-state value τSS(V2). On the other hand, for small
t this approximation will not hold, so the “relaxation” time will depend on
the initial conditions, which would not be the case for a purely exponential
decay. Also, the relaxations following a logarithmic jump of same amplitudes
but different sign (i.e. | lnV2 − lnV1| = const) are not symmetric for the ageing
law. If had used the evolution law (1.9) instead, then the relaxation would have
been both exponential and symmetric.

Finally, let’s take a look at time-dependent healing. Again, let us suppose
that the rock first slides in steady state with velocity V1, so the friction is given
by (1.13). Velocity is then forced go to very small values for a duration of ∆t,
before returning back to V1. During the low velocity phase, we have V � DC

θ .
Then the second term in the evolution law (1.8) may be neglected:

dθ

dt
= 1, (1.18)

so θ can simply be interpreted as the hold time, θ(t) = θ(0)+t (this is the origin
of the name ageing law), during this phase. Realizing that θ(0) = θSS(V1) =
DC
V1

, we see that right after releasing at t = ∆t, θ will have the value of DCV1
+∆t

. Plugging into the constitutive law, we get

τ(∆t) = σ̄

(
µ∗ + a ln V1

V∗
+ b ln

[
V∗
V1

(1 + V1∆t
DC

)
])

=

= σ̄

(
µ∗ + (a− b) ln V1

V∗
+ b ln

[
1 + V1∆t

DC

])
. (1.19)

Subtracting the steady state friction before hold, we find that

∆τhold = σ̄b ln(1 + V1∆t
DC

). (1.20)

16



Comparing this to the empirical relation for healing (1.5), we see that two
expressions match if we identify β = σ̄b. If we had used the evolution law (1.9)
instead, we would not be able to obtain the result this way, because in that case
dθ/dt → 0 for V → 0 (hence the name slip law). However, it is still possible
to obtain healing when the effect of coupling to external loading is included, in
which case the rock still undergoes non-zero slip even while the loading is being
held (since the stiffness is finitely small). Nevertheless, experiments by Beeler
et al. (1994) and Nakatani and Mochizuki (1996) with loadings of different
stiffness showed that healing is a function of time, not slip, so (1.9) does not
provide an adequate description of healing.

To summarize, we have shown that the rate-and-state laws are capable of
reproducing the observations seen in velocity-step experiment and the healing
effect of the slide-hold-slide experiment. The first term of the constitutive law
(1.6) represents steady-state friction at a referential velocity V∗. The second
term, which is proportional to a dimensionless parameter a represents the dir-
ect velocity effect. The third term, proportional to parameter b represents an
evolution effect, which accounts for both healing and relaxation. The relaxation
occurs over a critical distance DC . The aging law better explains the time-
dependent healing, while the slip law more accurately describes the exponential
relaxation to steady-state.

Let us add a few remarks:
• One might be concerned with the fact that the constitutive law (1.6)

implies negative values of τ for V small enough and that for V = 0 it is
even undefined. To avoid this, the expression can be regularized around
V = 0 to

τ(V (t), θ(t)) = σ̄(t)
(
µ∗ + a ln(1 + V (t)

V∗
) + b ln(1 + V∗θ(t)

DC
)
)
a, (1.21)

which agrees with (1.6) for V/V∗ � 1, V∗θ/DC � 1. Another way to
regularize the constitutive law is (Lapusta, 2012):

τ(V (t), θ(t)) = aσ̄ sinh−1
[
V

2V∗
exp

(
µ∗ + b ln(V∗θ/DC)

a

)]
(1.22)

which again agrees with (1.6), because sinh−1(x) can be approximated as
ln(2x) for larger values of x. This form is actually suggested by physical
explanations for rate-and-state friction (Putelat, 2011). We touch on this
subject in the next section.

• It is possible to use different quantities for the state variable. For example,
if instead of θwe use Θ defined as

Θ = b ln V∗θ
DC

(1.23)

then we get in place of the constitutive law(1.6):

τ(V (t),Θ(t)) = σ̄(t)
(
µ∗ + a ln V (t)

V∗
+ Θ(t)

)
(1.24)
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and
dΘ
dt

= bV∗
DC

[
exp

(
−Θ
b

)
− V

V∗

]
(1.25)

in place of the ageing law (1.8). Note that the velocity and the state
variable are separated in this form of ageing law. Based on this form,
Nakatani (2001) offers a slightly different point of view of the rate-and-
state laws. He notes that if we invert (1.24) for velocity, then we obtain

V (τ,Θ) = V∗exp

(
τ/σ − (µ∗ + Θ)

a

)
. (1.26)

Looking through the prism of this formula, we can view the velocity as a
response (output) to the applied stress (input). The term µ∗ + Θ can be
interpreted as the interfacial strength, which evolves in accordance with
equation 1.25. This connects the rate-and-state laws with the classical
understanding of friction, in which both static and a dynamic friction can
be understood as a threshold force required for an object to start moving
(in the case of static friction) or keep moving (in the case of dynamic
friction). This is because once the value of τ/σ falls below µ∗ + Θ, the
argument in exponential will be negative and since a is of the order of
10−2 − 10−1, V will be close to zero. We also see that it’s possible, in
principle, to measure µ∗+Θ by rapidly imposing a sliding velocity V∗ and
measuring the stress τ required to do it.

• Since neither the aging law nor the slip law are able to describe exactly
the entire range of behavior seen in experiments, a number of alternate
evolution laws have been proposed. Let us mention but a few examples.
The PRZ law (from Perrin, Rice and Zhenga)

dθ

dt
= 1−

(
V θ

DC

)2
(1.27)

accounts for the asymmetrical relaxation towards steady-state by squaring
the second term in the ageing law. However, this makes the relaxation too
rapid. The composite law

dθ

dt
= exp

(
− V

VC

)
− V θ

DC
ln V θ

DC
(1.28)

combines the time dependent healing of the aging law at small velocities
and behaves like the slip law for V � VC . Nagata et al. (2012) proposed
adding a term proportional to dτ/dt to the evolution law (1.25)

dΘ
dt

= bV∗
DC

[
exp

(
−Θ
b

)
− V

V∗

]
− cdτ

dt
(1.29)

for some parameter c. Nagata suggested that this law could remedy the
problems in both the ageing and the slip law. However, this was recently
questioned by Bhattacharya et al. (2013).
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• The rate-and-state law (1.6) and (1.8) laws are able to model the most
commonly observed experimental features under constrained experimental
conditions we described. However, in more general settings, the rate-and-
state laws can be extended to account for a various number of effects.
This can be done by adding additional terms into the evolution law or
by slightly modifying the constitutive law. Relevant to us is the result of
Linker and Dieterich (1992), who showed that in the presence of variable
normal stress, the ageing law has to be modified to

dθ

dt
= 1− V θ

DC
− α

b

σ̇

σ
θ, (1.30)

where α is a constant estimated to have a value around µ∗/3. For µ∗ = 0.6,
we can take α = 0.2. This form of law will be used to model reactions
to external applications of stress. Other phenomenons that the rate-and-
state laws can be corrected for include the effect of shear dilatancy, flash
heating, melting, pore-pressure evolution, slip, etc. (Lapusta, 2012).

1.5 A physical basis for rate and state laws
It may seem that the rate-and-state laws, despite their success at capturing the
essential features of friction seen at experiments are somewhat arbitrary and lack
a satisfactory micro-physical explanation. Indeed, a complete account of friction
from first principles is still missing. Nevertheless, theories that provide some
physical insight into the mechanism of rate-and-state friction were proposed.
An interesting discussion of these was given by Putelat (2011), here we reiterate
some of his arguments.

At the beginning of this chapter we mentioned that two materials in contact
do not touch over their whole apparent area of contact A, but interact at only
a small number of asperities, whose real contact area is Ar. Let us By the
assumption of Bowden and Tabor, both the macroscopic normal force N and
the friction force F are proportional to the real contact area Ar:

N = Arσc, F = Arτc, (1.31)

with σc and τc denoting the stresses at asperity junctions. For the coefficient of
friction µ, this implies

µ = F

N
= σ

τ
= τc
σc
, (1.32)

where σand τare the macroscopic normal and shear stresses (Note that Berman
et al. (1998) show that the assumptions (1.31) do not always hold and that the
concept of contact area on molecular level may not even be a meaningful concept.
They conclude that the proportionality of frictional force to normal force is
obeyed directly at molecular level and so the Bowden and Tabor postulates
(1.31) may not be needed).
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Two possible explanations for the origin of the constitutive friction law (1.6)
are presented: a constitutive theory resting on the assumptions (1.31) and a
thermodynamic theory, which makes direct use of eq. (1.32). Both of these
explanations are based on the transition rate theory, which gives a frequency
vwith which an event occurs if it has to overcome an energy barrier E∗:

v = v0 exp(− E∗
kBT

), (1.33)

where v0 is a reference velocity, T the temperature and kB the Boltzmann
constant. In the presence of deformation Σ acting on an activation volume Ω,
the frequency changes to

v± = v0 exp(−E∗ ∓ ΣΩ
kBT

), (1.34)

where the sign depends on whether the transition goes in the forward direction
(−) or the backward direction (+). The constitutive theory assumes a de-
composition of the friction force in a form F (θ, V ) = Ar(θ)τC(V ), i.e. the real
contact area depends only on the state variable and the yield stress only on velo-
city. It then invokes constitutive laws involving eq. (1.34) and Nabarro–Herring
creep for each part of the decomposition, which allows to obtain Dieterich-
Ruina’s law after linearization. The thermodynamic theory directly applies eq.
(1.34) to obtain a frequency v± with which a slip patch overcomes an energy
barrier of asperities E∗ in an activation volume Ω = Ω∗ , while shearing them
at constant stress Σ=τc. The activation volume Ω∗ is defined as Ω∗ = E∗/τY ,
where τY is the yield stress of asperity junction - i.e. it is assumed that asperit-
ies undergo shear once the local stress reaches the yield stress value. Assuming
that with each successful slip event, the patch moves an average distance λ, we
obtain an expression for the velocity V

V = λ(v+ − v−) = 2λv0 exp
(
− E∗
kBT

)
sinh

(
τcΩ∗
kBT

)
. (1.35)

Using the eq. (1.32) and defining a = kBT/(Ω∗σc) and V∗ = λv0, this can be
rewritten as

V = 2V∗ exp
(
− E∗
kBT

)
sinh

( τ
aσ

)
. (1.36)

Inverting this expression for τ , we get

τ = aσ(t) sinh−1
[
V

2V∗
exp

(
E∗
kBT

)]
, (1.37)

The velocity dependence here is exactly the same as that in the regularized
version of the RS law (1.22). Comparing the two formulas, we see that to
match, we need to have

E∗ = Ω∗σc(µ∗ + bln
θ

θ∗
) (1.38)
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and since E∗ = Ω∗τy, we obtain an expression that relates the state variable to
the asperity yield stress τY

τY = σc(µ∗ + b ln θ

θ∗
). (1.39)

Actually, if we used the state variable Θdefined by (1.23), this would read

τY = σcΘ (1.40)

which suggests that the state variable Θ is directly proportional to the evolution
of asperity yield stress. The aging law would then correspond to a logarithmic
increase of yield stress with contact time.

1.6 Stick slip and the spring slider
Stick-slip is a repeating jerking motion composed of two phases - stick, in which
an object is at rest (or moves with negligible velocity) and accumulates poten-
tial energy, and slip, during which this energy is converted into kinetic energy
with sudden acceleration. This motion is a result of the non-linear dynamics
of friction and apart from acting as a mechanism of earthquakes, it may be
encountered in a wide range of situations such as landslide motions, creaking of
a slowly opened door, screeching of chalks moving on blackboards, the sound
of a bow moving over the strings of a violin or a cello, a grasshopper rubbing
its legs together, fingers moving along the edge of dry glass, the sound of heavy
braking of a car or train or many other engineering contexts (di Liberto, 2015).

In this section, we explain the phenomenon of stick-slip by using a simple
spring-slider model, which is relevant to our modeling. To elucidate some of its
basic features, we use the Coulomb model of friction which immediately enables
us to solve the equation of motion. Then we show a standard linearized stability
analysis for the rate-and-state friction.

1.7 Spring Slider
The spring slider is simply a body (block) of massM sliding on a planar surface
(floor) with friction force Ff and connected to a spring of stiffness k whose fixed
end moves with a constant velocity. Here, we choose to work in an inertial frame
in which the fixed end is at rest and the loading velocity of the underlying plate
is vpl. This shown in fig. 1.4. We denote the position of the slider in this frame
by x.

The position of the center of mass of the slider satisfies the equation

Mẍ+ k(x− x0)− Ff (ẋ− vpl, · · · ) = 0, (1.41)

where x0 is the equilibrium position of the spring. We choose x0 = 0. In the
arguments of frictional force, we explicitly denote the dependence on relative

21



Figure 1.4: A spring slider model in the rest frame of the fixed end of the spring.
Taken after Elmer (1997).

velocity vrel = ẋ−vpl, while the dots represent any other general parameter that
Ff might depend on. Here we use the Coulomb’s model of friction Ff = FC ,
where FC ≤ µsN for vrel = 0 and FC = µkNsign(vrel) for ẋ < vpl, where N is
the normal force acting on the block. The coefficients µs and µd, µs > µd are
called the static and kinetic coefficients of friction, respectively. The inequality
FC ≤ µSN for vrel = 0 means that the friction will exactly match any force
smaller than µSN . Thus, for ẋ = vpl and kx < µsN , the last two terms on the
LHS of equation (1.41) cancel and it simplifies to

Mẍ = 0. (1.42)

For ẋ = vpl and kx = µsN or for ẋ < vpl the equation goes to

Mẍ+ kx+ µkNsign(ẋ− vpl) = 0. (1.43)

1.8 Solution of the equations of motion
Let the block initially slide with the surface, i.e. ẋ(t0) = vpl and let it’s initial
position be zero, x(t0) = 0 . Static friction and eq. (1.42) will then apply and
the friction force will exactly balance the force exerted by the spring, FC = kx.
The block will slide with velocity ẋ = vpl and its position will increase linearly
with time x = vt. However, once the spring force reaches the threshold value,
kx = µsN , static friction will change to dynamic and eq. (1.43) will start to
apply with initial conditions x(t1) = µsN

k and ẋ(t1) = v, where t1 = µsN
kv . It

has the solution

x(t) = µkN

k
+ µs − µk

k
N cos (ω(t− t1)) + vpl

ω
sin (ω(t− t1)) , (1.44)

where ω =
√

k
M . This solution describes the slip phase of the cycle. It will

be valid until some time t2, for which vrel(t2) = 0. At that point, the friction
will change back from dynamic to static and eq. (1.42) will start to apply once
again - the block will get locked with the floor until the spring force once again
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Figure 1.5: Stick slip of the slider as seen in the reference frame co-moving with
the spring’s fixed end . The red parts of the curve represent the stick, blue parts
slip. After Liberto (2015).

reaches the threshold value. This is the stick phase of the cycle. This stick-slip
behavior will continue indefinitely. We show this on figure 1.5.

Let us now examine the durations Tslip and Tstick of the slip and stick phase
respectively. The phases are delineated by times ti for which vrel(ti) = 0 ⇔
ẋ(ti) = vpl. In the slip phase, motion is given by the equation 1.44. This is a sum
of two harmonic functions (plus the offset µkNk ) which can always be represented
as a single cosine function of amplitude A and phase φ = arctan( v/ω

µS−µk
k

):

x(t) = µkN

k
+Acos(ωt+ φ). (1.45)

The duration of the slip will depend on this phase. For vpl relatively small,
vpl
ω < µs−µk

k N , the sine term can be neglected and φ = 0. The slip phase will
then be equal to the half period, Tslip = T

2 = π
ω . For increasing vpl or k, the

phase will also increase, as well as the time interval between events for which
ẋ = vpl, i.e. Tslip is going to increase, with an asymptotic value of Tas φ→ π

2 .
During the stick, the slider moves with a velocity of v over the distance 2µS−µDk N
(this is the distance between the two closest positions for which ẋ = vpl ). We
thus must have Tstick = 2µs−µDkv N . As we can see, the duration of the slip phase
increases with vpl and k and it decreases with the difference between static and
dynamic friction, µS − µD. The duration of the stick phase on the other hand
goes to zero when the product of kvpl is significantly larger than (µs − µD)N.
Thus, for a given material, the stick phase of the slip can be minimized by
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increasing the velocity or stiffness of the load. This effect is commonly observed
in squeaky doors - their squeaking can be reduced by opening them fast.

If we had used different initial conditions for which ẋ never exceeded vpl,
then the block would behave as an undamped harmonic oscillator - we wold
get continuous, uninterrupted sliding. Thus, in the Coulomb friction model,
both continuous sliding and stick-slip behavior can exist - depending on initial
conditions - for every configuration of parameters. There is no critical threshold
below which there’s stick slip and above which there is not. For more general
models of velocity dependent friction, this coexistence of regimes exists for only
a limited range of parameters - for example, there always exists a critical loading
velocity above which no stick-slip can exist (Elmer, 1997). In the model of spring
slider with rate-and-state friction, there is a bifurcation in critical stiffness at
which steady-sliding becomes impossible. We show this in the next section.

1.9 Linear analysis of stability of rate-and-state
system

Here we show a linear analysis of the spring-slider system with rate and state
friction. The results of this analysis were given by Rice (1983), we use a less
elegant, but more simple derivation here.´To make the presentation more lucid,
we use a general form of constitutive and evolution laws depending on the
slip rate V = dx

dt and the state variable θ, τfr = F (θ, V ) and θ̇ = G(θ, V ),
respectively. Without loss of generality we also assume that the slider has unit
area, so that τel = Fel and τfr = Ffr. For this analysis, it is easier to go to
a frame in which the floor is stationary and the fixed end of the spring moves
with velocity Vpl. The system is then defined by equations

M
d2x

dt2
(t) + τel(t)− τfr(t) = 0, (1.46)

where
τel(t) = k(Vplt− x(t)), (1.47)
τfr(t) = F (V (t), θ(t)) (1.48)

and
dθ(t)
dt

= G(V (t), θ(t)). (1.49)

We shall linearize this system around the state of steady-sliding at velocity Vpl,
at which V = Vpl and τfr(V, θ) = τSS(Vpl), where τSS is the value of steady-
sliding friction at Vpl. Let us denote the values of all quantities at the steady-
sliding state with the subscript SS and define increments: x′(t) = x(t)−xSS(t),
V ′(t) = V (t) − VSS , τ

′(t) = τ ′(t) − τ(VSS), θ′(t) = θ(t) − θSS(VSS). Note
that VSS = Vpl and xSS(t) = Vplt. After the linearization, we obtain a set of
equations for these increments:

M
d2x′

dt2
+ τ ′el − τ ′fr = 0, (1.50)
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τ ′el = −kx′, (1.51)
τ ′fr = FV V

′ + Fθθ
′ (1.52)

and
dθ′

dt
= GV V

′ +Gθθ
′, (1.53)

where the subscripts at F and G denote partial derivatives evaluated at the
steady state. Differentiating eq. (1.50), (1.51) and (1.52) with respect to time
and using the equation (1.53), , we obtain after a simple algebra a linear differ-
ential equation in x′:

−M d3x′

dt3
+ (FV +GθM)d

2x′

dt
+ (k −GθFV + FθGV )dx

′

dt
−Gθkx′ = 0. (1.54)

Assuming a solution of the form

x′(t) = Aest, s ∈ C (1.55)

we get a cubic equation for s:

−Ms3 + (FV +GθM)s2 + (k −GθFV + FθGV )s−Gθk = 0. (1.56)

If Re(s) < 0 then any perturbation from the steady state will decay exponen-
tially. On the other hand, if <e(s) > 0 then steady-state sliding cannot exist,
since any small perturbation will grow exponentially. Let us find the critical
stiffness kcrit, for which Re(s) = 0. First, let’s assume the limit in which inertia
can be neglected, M = 0, which is the limit we use in our modeling. In literat-
ure, this case is referred to as the quasi-static regime. Equation (1.56) will then
reduce to

(FV )s2 + (k −GθFV + FθGV )s−Gθk = 0. (1.57)
This is a quadratic equation for s, whose solutions are:

s = 1
2FV

[
−D ±

√
D2 + 4FVGθk

]
, (1.58)

where
D = k − (GθFV − FθGV ) (1.59)

Assuming that FV > 0 and Gθ < 0 (as is the case for rate-and-state friction)
we see that the real part of the square root is necessarily smaller than D. Thus,
Re(s) < 0 if and only if D > 0. From (1.59) we see that this happens for values
of k such that

k > k0
crit = GθFV − FθGV (1.60)

and Re(s) > 0 for k < k0
crit. Since the loss of stability occurs when s crosses

the imaginary axis, we speak of Hopf bifurcation at k = k0
crit. Note that if the

product FVGθ were positive, then the square root in (1.58) would be positive.
Consequently, we’d always have Re(s) > 0 for one of the solutions. Since the
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positivity of the direct velocity effect, FV > 0 as well established from laboratory
experiments, this means that Gθ < 0 is a necessary constraint on the evolution
law for stable solutions to exist in the quasi-static regime.

For completeness, let us give the formula for critical stiffness in presence of
mass, M 6= 0. This could in principle be found by solving the cubic equation
(1.56) or utilizing a Laplace transform as in Rice (1983). Here, we instead note
that since the left hand side of (1.56) is linear in both k and M , kcrit is a linear
function of M :

kcrit(M) = kcrit(M = 0) +
(
∂kcrit
∂M

)
|M=0 ·M (1.61)

Differentiating eq. (1.56) with respect to M and putting k = kcrit(M = 0) =
k0
crit, we find (

∂kcrit
∂M

)
|M=0 = (s0

crit)2, (1.62)

where s0
crit is given by equation (1.58) for k = k0

crit:

s0
crit = ±

√
−FVGθk0

crit

FV
. (1.63)

Plugging eq. (1.62) and (1.63) into (1.61), we finally obtain

kcrit(M) = k0
crit

(
1− Gθ

FV
M

)
(1.64)

Evaluating the partial derivatives for the constitutive law F (V, θ) = σ̄(µ∗ +
a ln V

V∗
+ b ln V∗θ

Dc
) and either the ageing law G(V, θ) = 1 − V θ

DC
or the slip law

G(V, θ) = − V θ
DC

ln V θ
DC

, we obtain e

FVGθ = σ̄a

DC
, FθGV = σ̄b

DC
. (1.65)

Inserting these into eq. 1.60, we obtain a simple expression for kcrit,

kcrit = σ̄
b− a
DC

(1 +
V 2
plM

aσ̄Dc
), (1.66)

which is proportional to the coefficient of steady-state friction logarithmic ve-
locity dependence, b− a. Note that for velocity-strengthening (a > b), we have
kcrit < 0, so in that case we always have k > kcrit. This means that sliding
is always stable at the velocity strengthening regime. For velocity weakening
(a < b), non-linear analysis (Gu et al., 1984), as well as numerical experiments
show that for k > kcrit, the system is stable for small perturbations, but can be
made unstable for large perturbations. Consequently, that parameter range is
called conditionally stable. Finally, for the range k < kcrit the system is always
unstable.
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This separation into stability regimes can be extrapolated on geological
faults. To do that, an equivalent stiffness keff of the fault has to be given,
which is then compared with kcrit. Estimates for this stiffness can be found
in Kato (2004) . For example for a square fault of side L with constant slip
distance in an infinite elastic medium with shear modulus µ :

keff = 7
√

2
3π

µ

L
. (1.67)

When this expression is compared to kcrit, a critical patch size Lc can be defined
in the quasi-static regime:

Lc = 7
√

2
3π

µ

(b− a)σ̄DC . (1.68)

According to the stability analysis, seismic slip occurs only if the size of preseis-
mic slip exceeds Lc. When fault is discretized in modeling into smaller patches
of constant slip, the size of patches Lp must be smaller than Lc by about an
order of ten, otherwise individual patches can reach instability independently
on other. The ratio L∗ = Lp/LC is used to distinguish between discrete (for L∗
comparable to or greater than one) and continuous (L∗ � 1) models.

1.10 Oscillations
The linear analysis also allows us to find the parameter range for which perturba-
tions will cause oscillations of the system around the steady-state in quasi-static
approximation. This will be relevant for our discussion of clock advance later.
The system will oscillate if Im(s) 6= 0, which is equivalent to D2 +4FVGθk < 0.
Using equations (1.59) and (1.60) this leads to a condition for k:

k2 + (4FVGθ − 2kcrit)k + k2
crit < 0, (1.69)

which is satisfied for
k− < k < k+, (1.70)

where
k± = −FVGθ − FθGV ± 2

√
FVGθFθGV . (1.71)

Inserting expressions 1.65 for the partial derivatives, we obtain

k± = σ̄

DC
(a+ b± 2

√
ab) = σ̄

DC
(
√
a±
√
b)2 (1.72)

The period T of the oscillations is

T = 2π
|Im(s)| = 4πaσ̄

Vpl
√

(k+ − k)(k − k−)
, (1.73)

where we used that FV = aσ̄
V . The oscillations will be exponentially damped or

amplified with a characteristic constant h:

h = Re(s) = kcrit − k
2σa Vp. (1.74)
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Chapter 2

Presentation of the
rate-and-state friction fault
model and numerical
methods

In this chapter, we describe a formulation in which the evolution of slip on a
tectonically loaded fault governed by rate-and-state friction can be modeled and
present the numerical methods used.

2.1 Formulation of the problem
We assume an infinite homogeneous isotropic elastic half-space with a (traction-)
free surface at its top. The half-space contains a finite rectangular fault interface
of width W and height H with an arbitrary orientation with respect to the free
surface. The fault is loaded with tectonic plate moving with constant velocity
Vpl. The angle between the fault and free surface is called dip. We orient
a Cartesian coordinate system xyz so that the fault is defined by conditions
y = 0 and 0 ≤ x ≤ W, 0 ≤ z ≤ H. The displacement field ~u(x, y, z) may be
discontinuous on the fault - accordingly, we define the slip vector ~δ as

~δ(x, z) = lim
y→0+

~u(x, y, z)− lim
y→0−

~u(x, y, z). (2.1)

We denote the magnitude of the slip vector by δ. Since in our modeling, ~δ
will generally point in only one direction along fault (δy = 0), we just use the
name slip for δ, unless stated otherwise. For convenience, we define ~sto be the
unit vector parallel to slip, ~s = ~δ

|~δ|
, and ~n to be the vector normal to our fault,

~n = ~ey. The time derivative of slip is denoted with V and is called the slip rate,
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slip velocity or just velocity:
V = dδ

dt
.

Let us denote the stress tensor field in the medium by S(x, y, z, t). Outside the
fault, we have the equation of local balance of momentum:

∇ · S = ρ
∂2~u

∂t2
(2.2)

(we assume zero body forces). In the quasi-dynamic limit employed here, we
assume that the term on the right hand side can be neglected, so eq. (2.2)
reduces to

∇ · S = 0. (2.3)
The stress tensor is related to the displacement via the generalized Hooke’s law:

S = (λ∇ · ~u)1 + µ(∇~u+∇T~u) (2.4)

Finally, on the fault, we have an interface condition relating the stress field to
friction

τel(t) + ∆τ(t) = ~s ·S· ~n = τfr(V (t), θ(t)), (2.5)
where we denoted by τ the component of traction parallel to the direction of
slip vector, ∆τ(t) is an external stress applied on the fault and τfr(V, θ) is the
rate-and-state friction given by the constitutive law (1.6):

τfr(x, z, t) = σ(x, z, t)
(
µ∗ + a(x, z) ln V (x, z, t)

V∗
+ b(x, z) ln V∗θ(x, z, t)

Dc(x, z)

)
(2.6)

and the modified ageing law (1.30):

dθ(x, z, t)
dt

= 1− V (x, z, t)
Dc(x, z)

θ(x, z, t)− α

b(x, y)
σ̇(x, z, t)
σ(x, z, t)θ(x, z, t). (2.7)

in which the possible spatial variability of parameters a, b, Dc and the normal
stress σ is assumed. In the quasi-static limit, eq. (2.5) would lead to instabil-
ities during modeling. For this reason, a so-called radiation damping term is
standardly added:

τdamp = − G2β V, (2.8)

where G is the shear modulus of the medium and β is the S-wave velocity. This
terms has its basis in considering a propagation of a plane S-wave away from
the fault. With this term, eq. (2.5) reads

τel + τdamp + ∆τ = τfr. (2.9)

We solve the equations (2.3) , (2.9) along with (2.6) and (2.7) numerically as
follows. We discretize the fault to NW × NH rectangular patches (or cells) of
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dimensions ∆x = W/NW , ∆z = H/NH and impose constant (spatially) slip on
the cells, so that:

δ(x, z, t) =
NW∑
i=1

NH∑
j=1

δij(t)[H(x−(i−1/2)∆x)−H(x−(i+ 1/2)∆x)]

×[H(z−(j−1/2)∆z)−H(z−(j + 1/2)∆z)], (2.10)

where H(·) is the Heaviside function. The stress field S arises due to the
presence of slip on these patches and can be calculated as a linear super-
position of contributions from each patch. To calculate these contributions,
we use the subroutine DC3D coded by Y. Okada that lets us calculate the
static displacement field ~ukl(x, y, z) and its spatial derivatives due to slip on
any generally inclined rectangular cell ckl at any point (x, y, z), in an elastic
half-space bounded by a (traction-) free surface. The displacement field de-
rivatives can be converted into stress using Hooke’s law (2.4) and the result-
ing stress field Skl(x, y, z) will then satisfy the equation (2.2). In our calcu-
lations, we are only interested in stresses induced on the fault. We denote
the stress at the center of cell cij arising due to slip at cell ckl as Sij,kl =
Skl (x+ (i− 1/2)∆x, 0, z + (j − 1/2)∆z) and we denote by τij,kl the corres-
ponding component of traction parallel to slip, τij,kl = ~n · Sij,kl · ~s. To get
the total traction τij = τ (x+ (i− 1/2)∆x, 0, z + (j − 1/2)∆z) induced at cell
cij we sum over the contributions from all the cells on fault:

τij =
∑
k,l

τij,kl (2.11)

The traction τij,kl is proportional to the slip on cell ckl. If we define Kij,kl to
be the traction at cij arising due to unit slip at ckl, then we can write:

τij,kl = Kij,klδkl (2.12)

(no summation over repeating indices is assumed). For total traction at cij , we
have

τij =
∑
k,l

Kij,klδkl. (2.13)

The set of numbers Kij,kl is called the kernel. The subroutine DC3D is invoked
only once, at program execution, to calculate the kernel. During the program
run, the tractions τij are then calculated via eq. (2.13). On each cell, we solve
the discretized interface condition

τij(t) = τfrij (Vij(t), θij(t)) , (2.14)

where τfrij is discretized in the same way as τij . Plugging in we get a set of
equations:∑
k,l

Kij ,kl (δkl(t)−Vplt)−
G

2β V+∆τij = σij(t)
(
µ∗ + aij ln(Vij(t)

V∗
) + bij ln(V∗θij(t)

Dc
)
)

(2.15)
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and
dθij(t)
dt

= 1− Vij(t)
Dc,ij

θij(t)−
α

bij

σ̇ij(t)
σij(t)

θij(t). (2.16)

Differentiating (2.15) with respect to time and putting dV/dt on the left hand
side, we obtain

dVij(t)
dt

=
∑
k,lKij,kl(Vij(t)− Vpl)− σij(t) bij

θij(t)
dθij(t)
dt − µij(t)σ̇ij(t) + ∆τ̇ij(t)

σa
V + G

2β
.

(2.17)
The equations (2.16) and (2.17) can be written as a system of differential

equations of type:
~dy

dt
= ~f(~y, t). (2.18)

This system can be integrated using an explicit Runge-Kutta scheme. We make
use of a Runge-Kutta algorithm with a fifth-order adaptive step-size control
coded by Press et al. (1997) .

2.1.0.1 Simplifications

For a certain class of faults, the kernel Kij,kl enjoys symmetries that allow a
faster computation of the derivatives given by (2.17).. If two sides of the fault
are parallel with the surface, then there is a translational symmetry along the
fault’s width, so the dependence of Kij,kl on indices i and k must appear as a
difference i−k. The sum

∑
k,lKij,kl(Vij(t)−Vpl) then changes to convolution in

one of the indices and can be solved with a 1-D discrete Fourier transformation.
If the effect of free surface is neglected (for example at large depths), then we
also have translational symmetry in indices j and l and the sum simplifies to
a convolution in both indices, which can be solved with a 2-D discrete Fourier
transform.

In the case of strike-slip fault (with dip = 90o), we calculate the kernels
at large depth and then replicate the free-surface effect by adding velocities
symmetric with respect to the surface. This allows the use of 2-D DFT even in
the presence shallow depths.
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Chapter 3

Fault seismicity modeling

Here, we use the method described in previous chapter to model the effect of
distributions of heterogeneous parameters on fault seismicity.

3.0.1 Frequency-size distribution
One of the important questions concerning the applicability of the rate-and-
state laws in numerical modeling of fault seismicity is their ability to reproduce
empirical statistical behavior exhibited by natural faults. Specifically, the model
should be able to reproduce the Gutenber-Richter (GR) frequency-magnitude
distribution (at least in a limited range of magnitudes) observed in real faults.
The law posits that the relationship between magnitude M and total number
of earthquakes N(M) with magnitude larger than M follows a power law

N(M) = 10a−bM , (3.1)

, where a and b are parameters. The value of b is very close to one (see e.g.
Morgan, 2015) . This relation is more commonly expressed in a logarithmic
form

log10N = a− bM. (3.2)
If the model is able to reproduce the Gutenberg-Richter (GR) distribution,
we can ask more specific questions: Does this ability depend on the spatial
distribution of model parameters, or does it follow naturally from the nonlinear
dynamics contained in the frictional laws (e.g. would it be possible to reproduce
GR distribution even for homogeneous faults)? This question was first explored
by Rice (1993) for a fault whose parameters varied in only one dimension .
He showed that spatio-temporal complexity is a feature of models with low
resolution and disappears as the discretization improves. However, Rice used a
fault with a deterministic, piecewise linear distribution of frictional parameters,
so it wasn’t obvious if GR seismicity would not emerge naturally from faults
with more complex distributions.

Since GR distribution is a power law, it may be expected that it should
appear on faults with fractal distributions of friction - see Newman (2004) for a
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nice overview of the relationship between power laws and scale invariance, as well
as a discussion of some mechanism by which power laws can arise. A number of
authors have published models with fractal distribution of frictional parameters
that exhibit GR. However Lapusta (2000) noted that their complexity was also
due to the insufficient discretization of the faults, rather than spatial complexity.

In this thesis, we are naturally interested in this question, because without a
model able to generate Gutenber-Richter event distribution in at least a limited
range of magnitudes, we cannot expect the results to be very realistic. For this
reason, we generated a large number of models with (pseudo-) random distri-
butions of frictional parameters and wrote a code to extract seismic catalogs.
We hoped that this could let constraint the parameters of fault model to real-
istic values. Unfortunately, other than the effect of discretization, we found no
systematic dependence of seismicity on the model setup.

3.0.2 Extraction of earthquake catalog
In order to statistically describe seismicity on the fault, we extract a seismic
catalog using similar criteria to those described by Hillers et al. (2006). We
break the slip velocity history into separate events which serve as our basic
statistical units. One event comprises of active cells which share a common
hypocenter. Cells cj are active at time t if their velocity Vj(t) is greater than a
given threshold value Vtrs. More formally, at any given time t, a cell ci belongs
to event ek iff any of these two conditions hold:

1. ci is the hypocenter of ek (i.e. there was a time th ≤ t at which Vi(th) >
Vtrs, ci or any of its neighbors weren’t part of any other event and the
number of hypocenters was k− 1 ) and the slip rate on ci was larger than
Vtrs for all times tp satisfying th ≤ tp ≤ t.

2. ci was in contact with another cell belonging to ek at some time tc ≤ t and
the slip rate on c was larger than Vtrs for all times tp satisfying tc ≤ tp ≤ t
.

A cell can at any time belong to more than one event, but if that happens for
any cell then we treat the events as single one (merge them together) and assign
them the index of the oldest event (for example, if an active cell belonging to el
meets with an active cell belonging to event em, l 6= m, then we formally treat
the two events as a single event emin(l,m)).

For each event the following quantities are recorded:

• Nucleation time th and hypocenter coordinates xh, yh.

• The time te in which the number of the event cells went to zero, and the
event duration ∆t = te − th

• The seismic moment M0 defined as M0 := µ
´ te
th
dt
´
S(t) dSδ(x, t) , where

µ is the shear modulus and S(t) is the surface of the event at time t.
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Numerically, this just amounts toM0 = µδ∆x∆z, where δ is the total slip
undergone over the event history.

• The moment magnitude Mw, introduced by Hanks and Kanamori M0 :
Mw = 2

3 log10M0 − 6.07

• The maximum current number of cells Nmax (i.e. the maximal number of
active cells belonging to the event at any given time) and the total number
of active cells Ntot.

3.0.3 Generation of random parameters
To generate heterogeneous random parameters, we use a method described by
Klimeš (2002). First, we use a pseudo-random generator to create distributions
that are samples of the uniform probability distribution on the unit interval,
U(0, 1). If samples of normal distribution are desired instead, we apply the Box-
Muller transformation to achieve this. This way, we obtain a two dimensional
array of parameters p(i, j). We then apply the 2-D discrete Fourier transform
to obtain a distribution p̂(k1,k2). The result is then multiplied by an isotropic
spectral filter of the form

f̂(k) = f̂SN (k)f̂c(k)f̂a
G

(k) (3.3)

where k = k2
1 + k2

2 and
f̂SN (k) = k−1−N (3.4)

is the self-affine filter,

f̂c(k) =
[
1 + (ck)−2]−(1+N)/2 (3.5)

is a high-pass wavenumber filter and

f̂aG(k) = exp
(
−a

2
Gk

2

8

)
(3.6)

is a low-pass wavenumber Gaussian filter. The parametersN, c and aG are called
the Hurst exponent, von Kármán correlation length and Gaussian correlation
length respectively. Klimeš (2012) notes that the Hurst exponent in the range
−1/2 < N < 0 is suitable for use in geological structures, so we confine ourselves
to that range. The resulting product is then transformed back into the time-
domain and a normalization is applied so that the maximum of the distribution
is equal to a prescribed value pmax. Finally, the parameters are superimposed
upon a deterministic parameter background.

3.0.4 Searching for models providing realistic seismicity
We performed a large number of tests with frictional parameters changing up to
50%. At the beginning of each test, we set the V = 1.5Vpl and θ = θSS(Vpl) =
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DC
Vpl

everywhere on the fault. This homogeneous initial condition was used to
eliminate effects of arbitrary velocity distribution in models with random dis-
tributions of parameters. Then we performed simulations of 1000 years of fault
evolution.

We found that adding self-similar distributions by itself does not guarantee
a power law distribution. In fact, for most of the distributions we used, we
were unable to generate GR distributions, and we found almost no systematic
dependence of the generated seismicity and the parameters of the random dis-
tributions of the frictional parameters. We found two effects worth mentioning
- 1) creating GR models is easier when uniform, rather than Gaussian, initial
(unfiltered) distribution of parameters is used and 2) the frequency-size distri-
butions tend to exhibit power law behavior in a limited range when smaller
number of cells is used and the slope of the power law part tends to get steeper
as the number of cells is decreased. Both of these effects were previously de-
scribed by Hillers et al. (2006) . We specifically show the effect of discretization
in the next subsection.

Here we present some examples of frequency-size distributions that are il-
lustrative of the typical results we found. We plot the graph of event locations,
their frequency-size distributions and a graph of events vs time.

In Figure 3.1 we plot a histogram with a periodically repeating event of
magnitude 6.7 nucleating at the center of the fault. Such seismicity was always
seen in homogeneous models with no random parameters. However, it was also
seen in some stochastic models, especially for denser discretizations.

In Figure 3.2, there are small ranges of magnitudes in which a power law be-
havior (albeit with b < 1) is obeyed for a few large events. This kind of “broken”
seismicity was typical for a large number of our models - the large events occur
periodically and the smaller events can be understood as the foreshocks or af-
tershocks of these. This behavior of smaller events clustering together in time
around a large events was seen in almost all models we tested.

In Figure 3.3 we show seismicity obeying GR dependence with b = 1 in a
limited range of 2 magnitudes (from 3-5). We were not able to produce G-R
seismicity in a large range than this. The only way a power law b = 1 could
be created was by using smaller discretization then corresponds to a continuum
limit defined by the requirement that max(∆x,∆z)� LC , for LC defined in eq.
(1.68). In the picture shown we have a fault of 35x35 km2 discretized in 128×128
cells, which corresponds to max(∆x,∆z)/LC = 0.4. If the discretization is
increased, then power law behavior is preserved, but the slope and the total
number of events decreases. From the plot of magnitude on time, it can be seen
that smaller events are once again clustered around the large ones. We were not
able to generate GR seismicity without this clustering.

A rare example of seismicity with events that are not temporally clustered
can be seen in figure 3.4. This seismicity was produced by a fault with two
velocity-weakening zones separated from each other by velocity-strenghtening
zones. We can see that the events occur almost continuously, with magnitudes
ranging from 2 to 7. However, power law seismicity is not observed.
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Figure 3.1: Seismicity comprised of a single repeating event: a) Event locations
and the frequency-size distribution, b) A plot of magnitudes vs time. The size
of the circles in the graph scales with magnitude., while the color represents the
hypocenter time (see color scale).
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Figure 3.2: Seismicity containing power laws in two very short ranges of smaller
magnitudes and a small number of characteristic large events: a) Event locations
and the frequency-size distribution, b) A plot of magnitudes vs time. The size
of the circles in the graph scales with magnitude., while the color represents the
hypocenter time (see color scale).
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Figure 3.3: Seismicity obeying the G-R in a limited range of 2 magnitudes: a)
Event locations and the frequency-size distribution, b) A plot of magnitudes vs
time. The size of the circles in the graph scales with magnitude., while the color
represents the hypocenter time (see color scale).38
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Figure 3.4: Seismicity with negligible interseismic periods.: a) Event locations
and the frequency-size distribution, b) A plot of magnitudes vs time. The size
of the circles in the graph of event locations corresponds to magnitudes, while
the color represents the event time. 39



3.0.5 (In)dependence on realization
An interesting question regarding the seismicity in stochastic models is whether
or how much the resulting seismicity depends on the concrete realization of
random distribution - if the parameters of spectral filter a,N are the same,
will different realizations change seismicity? To study this we choose a strike-
slip fault of 25 × 25 km with 128 × 128 cells. The fault has a homogeneous
parameter background distribution of a = 0.015, b = 0.019 and DC = 2 cm,
to which we add random distributions brand of the parameter b in the range
−0.004 < brand < 0.004 (we tried varying the parameters a and DC as well with
same results) . We chose the Hurst parameter N = −0.2 and test three different
correlation lengths c = 0.001 km (which is much less than the size of individual
cells ∆x = ∆z = 0.19 km, so this essentially amounts to white noise), c = 0.58
km and c = 11 km to study the possible effect of correlation length (we could
expect that the differences will be greater for larger correlation lengths rather
than for the smaller ones). Example realization for each correlation length is
shown is shown in figure 3.5. The histograms are shown in figure 3.6. We can
see that regardless of the correlation length used, the seismicity does depend on
realization. The total number of events can vary by more than a factor of 10.
However, the slope of falling part of histogram is approximately the same for
each realization.

3.0.6 The effect of discretization
Could the dependence of seismicity on concrete realizations change with discret-
ization used? To answer this question, we choose a fault of dimensions 20x20
km and generated 4 realizations of random b values with c = 0.58 km for discret-
izations of 16×16, 32×32, 64×64, 128×128 and 256×256 cells. The result can
be seen in figure 3.7. Note that since the y-axis is in logarithmic scale, curves
that are a constant distance apart are actually related by a constant ratio. We
can see that the graphs are practically realization independent in the 16x16
case. For higher discretizations, the logarithmic differences are approximately
the same for each discretization - this means that the relative differences in
total number of events are about the same. Since less events are generated for
the higher discretizations, this means the absolute differences are smaller. To
compare other differences, we collapsed the curves so that they overlap in the
“flat” part, i.e. we normalize them to have the same total number of events
. The resulting graph is plotted in figure 3.8. With this correction, we may
observe that the difference in slopes is small for small resolutions and increases
with higher resolutions. This is also the case for

In another test of discretization, we took a homogeneous fault with a =
0.015,b = 0.015,DC = 0.02 with dimensions 40x40 km and applied a random
distribution of DC of various correlation lengths. In figure 3.9 we show a typical
realization of DC for c = 20km. The typical effect of discretization is shown
in figures 3.9-3.11. As the discretization increased, the steepness of cumulative
histograms (in log-scale) decreases - b is about 2.30 for the 64x64 case and 0.23
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Figure 3.5: Example realizations of distribution of a − b for three different
correlation lengths: c = 0.001,0.58 and 11 km (from left to right).
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Figure 3.6: Histograms for six different realizations for each correlation length
- c = 0.001,0.58 and 11 km, from left to right.
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Figure 3.7: Histograms for various discretizations and different realizations of
the uniform distribution. Matching discretizations are designated by colors.
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Figure 3.8: Same as figure 3.7 but the histogram corresponding to each discret-
ization are collapsed together so that the difference in slopes can be seen
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x(etc.)

Figure 3.9: Distribution of L parameters for the discretization experiment. The
case for 512x512 cells is shown.

for the 512x512 case (we give only approximate values, since the value of b
depends on the range of points in which the fit is made). The total number
of events also decreases and smaller events are more prevalent in the more
resolved case - for each resolution, there’s a cutoff magnitude below which no
event appears, this value of this cutoff decreases with resolution. However, for
all resolution, the largest magnitude is the same (7.35 in this case). From the
figure 3.11 we can see that the events for smaller discretization nucleate across
a large area of the fault, whereas for the large discretization, there’s a few large
events. The smaller events are temporal clustered around the large ones.
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Figure 3.10: Cumulative number of events for different discretizations of the
fault with varying DC .
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Figure 3.11: Locations of events for each distribution in the discretization ex-
periment. Color is used to depict event times (in years).
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Chapter 4

The effect of Coulomb
stress change on clock
advance

In this chapter, we study the effect of external changes in both the shear and
normal stress on the seismicity of a rate-and-state governed fault. Of particular
interest to us are the changes in nucleation time of events. Let assume that, in
absence of any external stress changes (∆τ(t) = 0 ), an event will nucleate at
time tf . In the presence of external shear stress change ∆τ(t) and normal stress
change ∆σ(t), the next event will instead nucleate at time tp. In accordance with
previous use by Perfettini (2003), we define clock advance CA as CA = tf − tp.
The combination ∆τ − µ∗∆σ is called the Coulomb stress change.

4.1 Clock advance formula
In this section, we follow Perfettini et. al. (2003) to derive a formula for
clock advance due to stress perturbation for a spring slider model. We modify
his derivation by taking into account a case of weakly varying normal stress.
During the locked phase of the earthquake cycle, the radiation damping term
may be neglected. In the presence of (in general time dependent) shear stress
perturbation, the equation 1.47 changes to

τ(t) = τ0 + k(Vplt− δ(t)) + ∆τ(t) (4.1)

Recall that we also have, from the friction constitutive law

τ(t) = σ(t)
(
µ∗ + a ln(V (t)

V∗
) + b ln(V∗θ(t)

Dc
)
)

(4.2)

The state variable satisfies the modified version of Dieterich’s aging law (1.30):

48



dθ(t)
dt

= 1− V (t)
Dc

θ(t)− α

b

σ̇(t)
σ(t)θ(t) (4.3)

Assuming that V (t) = dδ(t)
dt and σ(t) is known, (4.3) is a linear differential

equation of first order in θ. It has the solution

θ(t) = K exp(−δ(t)
Dc

)σ(t)−αb (1 + C(t)) (4.4)

where
C(t) = 1

K

ˆ t

0
exp(δ(t

′)
L

)σ(t′)αb dt′) (4.5)

and
K = θ(0) exp(δ(0)

DC
)σ αb (0). (4.6)

Inserting this expression into (4.2) and setting expressions (4.1) and (4.2) equal,
we obtain

aσ(t) ln V

V∗
= τ0 + k(Vplt− δ) + ∆τ(t)−

−σ(t)
(
µ∗ + b ln

(
V∗
Dc

θ(0)
)

+ b
δ(0)
DC
− α ln

(
σ(t)
σ(0)

)
− bδ(t)

Dc
+ b ln (1 + C(t))

)
,

(4.7)

or, solving for V

V (t) = V∗ exp

 τ0
aσ
−
µ∗ + b ln

(
V∗
Dc
θ(0)

)
a

 exp
(
kVplt+ ∆τ

aσ

)
exp(−kδ(t)

aσ
)×

×
(
σ(t)
σ(0)

)α
a

exp( b
a

δ(t)− δ(0)
Dc

) (1 + C(t))−
b
a , (4.8)

Assuming that ∆τ(0) = 0, for t = 0 this reduces to

V (0) = V∗ exp

 τ0
aσ
−
µ∗ + b ln

(
V∗
Dc
θ(0)

)
a

 exp(kδ(0)
aσ

), (4.9)

so equation (4.8) can be written as

V (t) = V (0) exp
(
kVplt+ ∆τ(t)

aσ

)
exp(H(t)δ̄(t)

a
)×

×
(
σ(t)
σ(0)

)
(1 + C(t))−

b
a , (4.10)
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where δ̄(t) = δ(t)−δ(0) and H(t) = b
Dc
− k
σ(t) . At this point, let us suppose that

σ(t) = σ0+∆σ(t) does not change significantly, so that dHdt = k∆σ̇
(σ+∆σ(t))2 ≈ 0 and

H(t) is approximately constant, H(t) = H. Rearranging (4.10) and integrating
over time, we obtain

ˆ t

0
V (t′) exp(−Hδ̄(t

′)
a

)dt′ = F (t), (4.11)

where F (t) is defined by :

F (t) =
ˆ t

0
V (0) exp

(
kVplt

′ + ∆τ(t′)
aσ

)(
σ(t′)
σ(0)

)α
a

(1 + C(t′))−
b
a dt′. (4.12)

Noting that V (t) = dδ(t)
dt = dδ̄(t)

dt , we can analytically calculate the integral on
the left-hand of (4.11) side to obtain a constraint for δ̄(t)

δ̄(t) = − a

H
ln
(

1− HF (t)
a

)
. (4.13)

Differentiating this with respect to time, we receive

V (t) = dF/dt

1− HF (t)
a

. (4.14)

During the time of instability tp, the slip rate goes to infinity V (t) t→tp→ ∞ , so
tp must satisfy the equation

F (tp) = a

H
. (4.15)

4.2 Consequence of the instability time formula
The time to instability tp is given by the equation 4.15 and it is, in general, not
possible to find an explicit analytic solution. However, a couple of interesting
things may be drawn. First, note that the integrand in equation 4.12 is positive,
soF (t) is also positive for t > 0. Since a is positive, this means that the equation
4.15 has solution only if H(tp) > 0. From the definition of H, this is equivalent
to

b

Dc
>

k

σ0
. (4.16)

If this condition is not met then no instability can occur.
Next, the positivity of the integrand translates into dF/dt > 0. Since V (t) >

0, this means that the denominator in equation (4.14) must also be positive, so
F (t) must be bounded from both sides for all 0 < t < tp:

0 < F (t) < F (tp) = a

H
(4.17)
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Let us consider the dependence of F on parameters β (such as a, b,Dc, σ0, etc.).
Defining a function S with

S(t, β) := F (t, β)− a

H
, (4.18)

eq. (4.15) can be written as
S(tp, β) = 0. (4.19)

By the implicit function theorem, we have

dtp
dβ

= −
∂S
∂β

∂S
∂tp

. (4.20)

Now, since ∂S
∂tp

= ∂S
∂tp

> 0 it follows that dtpdβ < 0 if ∂S∂β > 0 and dtp
dβ > 0 if ∂S∂β < 0.

In other words, if S increases with β than the time to instability decreases with
β and vice-versa. For example, from the definitions of F and H, we can see
that S increases with the amplitude of ∆τ , Vpl or k. The spring-slider formula
thus predicts that increasing these parameters will bring decrease the time to
failure, while decreasing them will increase it.

Perfettini also derived a closed expression for tp for the case of pure shear-
stress step later in the earthquake cycle:

tp = − ∆τ
kVpl

+ 1
γ

ln
[
1 + γa

δ̇(0)H
− exp(γt0)(1− exp[∆τ/(aσ0)])

]
, (4.21)

where γ = kVpl/(aσ0). For ∆τ = 0, this leads to an estimate of the free
(unperturbed) duration tf of earthquake cycle:

tf = 1
γ

ln
(

1 + γa

δ̇(0)H

)
(4.22)

Consequently, a formula for clock advance is CA = tf − tp is given:

CA = ∆τ
kVpl

− 1
γ

ln
[

1− exp(γt0)(1− exp[∆τ/(aσ0)])
1 + γa

δ̇(0)H

]
. (4.23)

4.3 Modeling the effect of Coulomb stress change
4.3.1 Homogeneous fault
In the first set of tests, we took a completely homogeneous fault in the velocity
weakening parameter range and placed it in great depth to avoid the free surface
effect (3000 km although this is certainly much more then necessary). This
allows us to focus on the effect of the properties of Coulomb stress change (i.e.
amplitude, placement, duration, etc. ) themselves, without spoiling them with
the effect of parameter heterogeneity or free surface. We look at the influence of
these later. The dimensions of the fault are 25× 25 km2 and we use 128× 128
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cells. The parameters of the fault are µ∗ = 0.6, a = 0.015, b = 0.019,DC = 2 cm,
α = µ∗/3 = 0.2, V∗ = 10−6 m, σ0 = 75 MPa, λ = 20 GPa, µ = 30 GPa,β = 3
km/s and Vpl = 3.5 cm/year. After one or two earthquakes, the fault reaches
a stable cycle of repeating events, the graphs of maximum and average velocity
and average slip vs time are shown in fig. 4.1. In fig. 4.2 we plotted snapshots
of the velocity field normalized with plate velocity V/Vpl at the beginning of
earthquake cycle (t = 16 years) and near the end (t = 72 years) (different color
scale is used in each picture). Snapshots of earthquake nucleation were plotted
in fig. 4.3

The duration tf of the unperturbed interseismic cycle in our setup is 89 years.
We set the time coordinate to t = 0 at the beginning of the 8th earthquake cycle
( During time interval < t0, t0 + ∆t > we apply a perturbation of ∆τ of the
form

∆τ(t) = 1
2A
[
1− cos

(
π
t− t0

∆t

)]
, (4.24)

which is an increasing function of time, for which ∆τ(t0) = 0 and ∆τ(t0 +∆t) =
A. Here, A is the amplitude of the stress change. With the exception of one
experiment, we let ∆t = 10 s, which is an almost instantaneous change compared
to the time scale given by tf .

As a result of the stress perturbation, an earthquake will nucleate at some
time tp., which will generally differ from tf . The clock advance CA is defined
as

CA = tf − tp. (4.25)

Negative values of CA are also called clock delay.

4.3.1.1 Coulomb stress changes of varying amplitude

In this numerical experiment, we apply shear stress of increasing amplitude to
the whole area of the fault and at a square with center coinciding with the center
of the fault but with half the area (for simplicity we will refer to this area as
the center half). We run the earthquake cycle 45 times for each amplitude. In
each run, we apply shear stress at different time t0 to study the dependence
of clock advance on t0. We increase t0by 2 years in each subsequent run (for
a given amplitude). The resulting graphs of clock advance vs t0 are shown in
figures 4.4 and 4.5 respectively. Let us describe their most outstanding features
. First, each curve can be separated in three chronological phases - a flat (or
static) phase, an oscillatory phase and an instant triggering phase.

The flat phase is observed for early times of applications. In this phase,
there’s a constant clock advance CA0 that increases with the magnitude of
∆CS. We plot the dependence of the CA0 - determined as the CA for ∆CS
applied at the first year of the earthquake cycle - on the magnitude of ∆CS in
figure 4.6. As we can see, for both areas of application the magnitude of the
static phase depends linearly on ∆CS until it saturates at instant triggering.
The slope is slightly steeper for the application to the whole fault. Thus, for
applications early in the cycle, there is in agreement with the formulas for clock
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Figure 4.1: A graph of a) maximum (red) and average (green) velocity on the
homogeneous fault, b) average slip on the fault

53



 0

 5

 10

 15

 20

 25
 0  5  10  15  20  25

D
ep

th
 (

km
)

Width (km)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

V
/V

pl

(a)

 0

 5

 10

 15

 20

 25
 0  5  10  15  20  25

D
ep

th
 (

km
)

Width (km)

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8
V

/V
pl

(b)

Figure 4.2: Snapshots of the velocity field at a) t = 16 years , b) t = 72 years
(relative to the earthquake cycle)
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Figure 4.3: Various phases of the earthquake nucleation

55



advance ( 4.23) derived for the spring slider model, which also predict linear
dependence of CA on ∆τ . However, the formula does not explain the difference
in constants of proportionality for the two areas.

After the flat phase, an oscillatory phase begins, in which the values of CA
oscillate around a mean that is close to CA0. Note that for small values of ∆CS,
the values of clock advance even sometimes go below zero during this phase - in
other words, the earthquake has a delay even for positive ∆CS. The onset of
the oscillatory phase decreases with the increasing ∆CS amplitude. Moreover,
if we compare pictures 4.4 and 4.5, we can see that this onset comes much
later for partial ∆CS application then for applications to the whole fault. This
might suggest that onset of oscillations decreases with increasing application
area. We explore this possibility in one of the next sections. The oscillations for
the whole fault have a period of about 10 years. If we used the formula derived
for oscillations of perturbations around steady-state value, then this would give
an estimate of stiffness koscil of about hundred times kcrit. It does not seem
that those oscillations could be the cause of the oscillations in clock advance
seen here.

Finally, except for the smallest values of ∆CS (0.2% and 0.3% of σ0), the
oscillatory phase transitions to instantaneous triggering - for a given magnitude
of ∆CS, there’s a time after which positive Coulomb stress application causes
earthquake to begin immediately. Once an earthquake is triggered instantly
for some t0, it is triggered instantly for all subsequent times t > t0. For ∆CS
large enough, this instantaneous phase even starts at the beginning of cycle, so
neither the flat nor the oscillatory phases are observed.

In figure 4.7 we show a comparison of one chosen CA curve with the clock
advance predicted by the spring slider formula 4.23. We used the estimate of
stiffness k for rectangular fault and δ̇(0) is calculated from eq. 1.59, so that the
prediction for the free interseismic period tf matches the observed one. We can
see that the formula overestimates the real clock advance at the beginning of
the earthquake cycle and underestimates it near the end.

4.3.1.2 Response to negative values of ∆CS

Let us take a look at the effect of negative Coulomb stress application (unload-
ing) and compare them with positive applications of the same amplitude . We
choose six different values of ∆CS: ±0.001σ0 , ±0.01σ0 and ±0.1σ0 and we ap-
ply stress to the whole fault and to its central half. The results for the negative
values are shown in figure 4.8. As we can see, the qualitative features for the
negative ∆CS curves are almost the same as for the positive ones, but there is
no instantaneous triggering The flat phase of CA is negative, i.e. there’s a clock
delay. However, for the smaller values of ∆CS, the CA is positive for certain
times of application during the oscillatory phase. In figure 4.9, we compare
the absolute values CA for positive and negative values of ∆CS with the same
absolute value. As we can see, the absolute values of CA in the flat phases ex-
actly match - i.e. the values of CA0 for loading and unloading are symmetrical
around zero. Also, the onset of the oscillatory phase begins at the same time for

56



-10

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 0  10  20  30  40  50  60  70  80  90

C
lo

ck
 a

dv
an

ce
 (

ye
ar

s)

t0 (years)

∆CS= 0.2% σ0
∆CS= 0.6% σ0
∆CS= 0.8% σ0
∆CS= 1.0% σ0
∆CS= 1.2% σ0
∆CS= 2.0% σ0
∆CS= 4.0% σ0

∆CS= 12.0% σ0
∆CS= 20.0% σ0

Line of instantenous triggering
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area of whole fault.
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details
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loading and unloading. During the oscillatory phase itself, the absolutes values
may differ up to an order of 10.

4.3.1.3 Comparison between applications of normal vs shear stress

Here, we compare clock advance for equivalent values of ∆CS, but realized with
either shear or normal stress. We use the notation ∆CS(∆τ,∆σ) = ∆τ −µ∗∆σ
to distinguish between the two cases, so that ∆CS(∆τ, 0) corresponds to a pure
shear stress change and ∆CS(0,∆σ) to a pure normal stress change. We again
use six different values of ∆CS: ±0.001σ0, ±0.01σ0 and ±0.1σ0 and apply
stress to the whole fault (we also performed the test for the center half with
same qualitative results). The resulting graphs of CA vs t0 are shown in figure
4.10 for positive ∆CS and figure (4.11) for negative ∆CS. As we can see,
for the smaller absolute values of ∆CS, the corresponding curves (for which
∆CS(∆τ, 0) = ∆CS(0,∆σ)) match each other very closely. However, for the
|∆CS| = 0.1σ0 curves, there is a small difference at the beginning (before both
curves change to instant triggering). This is in agreement with what one might
expect from equations of the system - if ∆σ is small in comparison toσ then ∆τ
and ∆σ appear in the combination ∆τ−µ∗∆σ, which is equal to ∆CS for small
deviations of µ(t) from µ∗. For larger values of ∆σ, the term in denominator,

61



 0.001

 0.01

 0.1

 1

 10

 100

 0  10  20  30  40  50  60  70  80  90

A
bs

ol
ut

e 
va

lu
e 

of
 c

lo
ck

 a
dv

an
ce

 (
ye

ar
s)

t0 (years)

Positive ∆ CS
Negative ∆CS

Figure 4.9: Comparison of absolute values of CA for applications of ∆CS
with same absolute values but opposing signs. Three values of |∆CS| (0.006σ0,
0.06σ0 and 0.6σ0) are used.The blue lines represent positive ∆CS application,
while the red lines represent negative applications. Log-scale is used for better
visibility.

62



-10

 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70  80  90

C
lo

ck
 a

dv
an

ce
 (

ye
ar

s)

t0 (years)

∆CS(∆τ,0)=0.06% σ0
∆CS(0,∆σ)=0.06% σ0

∆CS(∆τ,0)=0.6% σ0
∆CS(0,∆σ)=0.6% σ0
∆CS(∆τ,0)=6.0% σ0
∆CS(0,∆σ)=6.0% σ0

Figure 4.10: Clock advance resulting from applying either the shear stress ∆τ
or normal stress ∆σ whose amplitudes give the same value of ∆CS(∆τ,∆σ).
Positive ∆CS is applied.

the deviations of µ(t) from µ∗ or the last term in 1.30 cause the asymmetric
response. However the difference in average values of CA is not large, neither
quantitatively nor qualitatively, we therefore do not distinguish between ∆CS
realized by normal or shear stress.

4.3.1.4 The effect of ∆CS pulse time

In the above numerical experiments, ∆CS was applied in a duration of ∆t = 10
s. Compared to the inter-seismic period of 90 years, this is essentially a step-
change. We saw that this application result in the presence of an oscillatory
phase, whose period is about 10 years. We were interested whether applying
∆CS for longer times might make the oscillations disappear. For this reason,
we applied shear stress for ∆t = 10 years (even though such slow changes of ∆τ
are not realistic) instead of 10 seconds, while keeping the total ∆CS constant.
The comparison of the resulting CA curves with the ones from ∆t = 10 s
application is shown in figures 4.12 (for applications to the whole fault) and
4.13 (center half). Remarkably, the value of the static phase CA0 is insensitive
to the pulse duration and depends only on the total ∆CS. It turns out that
the oscillations are preserved even for the large ∆t. In the case of whole fault
applications, the periods of oscillations for ∆t = 10 years are somewhat longer
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Figure 4.12: Comparison of CA for ∆t = 10 s (bold) and ∆t = 10 years (thin).
∆CS was applied to the whole fault.

(we can see observe one more local maximum than in the ∆t = 10 s case), but
the different is not significant. The onsets of the oscillations are very close to
each other in the case of the whole fault, but have a “phase shift” of about
5 years in the case of the center half application. The instantaneous phase is
missing for the 10 years pulse, which is understandable, because the injection
is not applied instantaneously so the “instantaneous triggering” does not even
make much sense in this case .

4.3.1.5 Dependence of CA on the area of Coulomb stress load

An interesting question regarding the effect of Coulomb stress loading, which
cannot be answered with the spring slider model, is the role of the area over
which it is applied. Is the resulting CA affected by it, or is amplitude (e.g.
maximal amplitude) all that matters? Is the integral of ∆CS over the fault
area an important factor? To explore this question, we applied Coulomb stress
to squares of varying area. Since changing the application area obviously also
changes the localization of Coulomb stress, we place the squares on different
places on the fault - one set was placed at the center, one in the corner and
touched the fault’s edge. The graph of CA vs t0for different areas is plotted
in figure 4.14, the graphs for the edge squares are in figure 4.15. We can see
that curves with larger area have higher mean values of CA (i.e. CA is greater
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Figure 4.13: Comparison of CA for ∆t = 10 s (bold) and ∆t = 10 years (thin).
∆CS was applied to the center half of fault.
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on average), but this may occasionally even be lower during oscillatory phase.
The graph of CA0 vs area for the three square locations is in figure 4.16. CA0
clearly is an increasing function of areas, but not a linear one. We can also see
that the dependence of CA0 on area differs with the application location. An
interesting feature for the center square application (fig. 4.14) is that the onset
of CA oscillations seems to depend on the application area - it starts earliest
for the whole area application and latest for the 1/3 area application. However,
this is not true for the case of edge applications (fig. 4.15). Thus the location of
∆CS, not area, must be the cause of this behavior. We confirmed this by only
applying ∆CS to edges of the squares - the onset of oscillations was then the
same as for the whole squares. We believe that this influence can be explained
by evolution of velocities on the fault.

4.3.1.6 Application of normalized Coulomb stress and explanation
of the oscillations

The term in derivative proportional to ∆τ̇ has a term in derivative which term.
We suspect that the oscillations on fault are caused by this term. To shed some
light upon this issue, we applied Coulomb stress normalized so that each cell on
the fault experiences the same change in velocity. This amounts to multiplying
the amplitude ∆CSi applied to cell ci with factor fi equal to

fi =
aσ
Vi

+η
aσ
V0

+η , (4.26)

where V0 is a velocity of choice. This changes dVi/dt to

dVi
dt

= . . .+ ∆τ
aσ0
V0

+ η
, (4.27)

where the ellipses denote term independent of ∆τ . We choose this to be the
velocity at the center of the fault. The resulting clock advance is in figure 4.17.

We believe the explanation for oscillations can be explained by looking at
fig. 4.2 . We can see that there is a circular "wavefront” of high velocities,
which converges to the middle (when that happens a nucleation occurs, which
is plotted in figure 4.3). The velocities inside the converging wavefront are
very small when compared to Vpl (V/Vpl ≈ 10−4 ). The velocities behind the
wavefront are somewhat smaller than Vpl, while V = Vpl at the rest of the fault.
We believe that this propagation explains the oscillations and why their onset
begins later for applications to smaller areas with centers at the center of fault.
For smaller times, if the ∆CS is applied inside the “black”, low-velocity area,
then the term in derivative proportional to ∆τ̇ is proportional to velocity and
is constant when plotted against t0. As the wavefront passes the area of ∆CS
application, the term starts to vary in time and oscillations begin. For example,
we estimate that the front passes the center half at about 53 years which is close
to the onset of oscillations seen in figure 4.5. This is an alternate explanation
to that of Perfettini (2003), who speculated that oscillations in velocity caused
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Figure 4.14: CA for two amplitudes and three squares of different area with
centers coinciding with the center of the fault. The curves belonging to the
same area are distinguished by color and amplitudes are distinguished by line
thickness.
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Figure 4.16: Dependence of the static clock advance CA0 on total Coulomb
stress load area for three different locations on fault. A Coulomb stress of
constant amplitude equal to 0.2% of σ0 is applied.
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by ∆CS would die out before having a tangible effect on clock advance. We
believe that due to the low effect of ∆CS application in the low velocity zone,
no velocity oscillations are excited at all. This propagation effect also explains
why no oscillatory phase is visible in the one-dimensional spring slider model.

4.3.2 Heterogeneous fault
We performed numerical experiments on clock advance on a model of heterogen-
eous fault with a random distribution of DC that produces Gutenberg-Richter
seismicity with b = 1 in a range of about 2 magnitudes. This is the fault whose
seismicity was shown in figure 3.3 in chapter 3. The fault has dimensions of
35×35 km2 discretized into 128×128 cells and it has zero dip (it is a strike-slip
fault). The bottom edge of the fault is in the depth of 35 km, so the top edge
lies on the free surface. The distribution of parameters a and a−b in this model
is shown in figures 4.18 and 4.19. The depth dependence prescribed in the inter-
val of 3.5 km to 31.5 km along the fault strike is a standardly used distribution
taken after Blanpied et al. (1991), linearly scaled to the depth of 35km. We
plot this dependence (in terms of parameters a and a− b) in figure 4.20. There
are velocity strengthening regions at the top and bottom of the fault, and a
velocity-weakening (seismogenig) zone at the center. Near the verticals edges,
there’s a linear transition from this distribution aBlanpied to a = 1.5× aBlanpied
and b = 0. This transition is used to stabilize the fault near the vertical edges.
The distribution of DC is in figure 4.21. The bottom 5 km have a constant
value of DC = 0.3 km (but this value is not important, because b = 0 in this
depth range). The distribution on the rest of the fault was obtained by using
a uniform initial distribution of parameters and using the filters described in
subsection 3.0.3 with N = 0, c = 0.82 km and aG = 0. The mean value of DC

is 0.03 m, and it ranges from 0.01 m to 0.05 m. The value of other parameters
is the same as for the homogeneous fault: µ∗ = 0.6, α = µ∗/3 = 0.2, V∗ = 10−6

m, σ0 = 75 MPa, λ = 20 GPa, the shear modulus µ = 30 GPa, β = 3 km/s and
Vpl = 3.5 cm/year.

For numerical experiments with clock advance, we chose the cycle from figure
3.3 which starts at 518.7 years and, when unperturbed by Coulomb stress, has
events occurring at 587.7 years. The inter-seismic time for this cycle is thus
69.0 years. We performed a small number of experiments similar to the case of
homogeneous fault - we tested the response to Coulomb stress change of different
magnitudes and compared the absolute values of CA for positive and negative
Coulomb stress changes. The results are presented below.

4.3.2.1 Results

The graph of CA vs t0 for several amplitudes of ∆CS applied to the whole
fault can be seen in figure 4.22. As we can see, the response of the model is
qualitatively the same as that of the homogeneous fault - the dependence of
clock advance on time can still be separated in the static, oscillatory and the
instantaneous triggering phases. In figure 4.23 we show the dependence of the
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Figure 4.18: Spatial distribution of the frictional parameter a.
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Figure 4.19: Spatial distribution of a− b.
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Figure 4.20: Depth dependence of parameters a and a− b at width 12.5 km.
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Figure 4.22: CA vs t0 for increasingly large amplitudes of ∆CS to the area of
whole fault.

amplitude of the static phase CA0 on amplitude of Coulomb stress change for
three areas of ∆CS application - the whole fault, one half and one quarter of
the fault area. Like in the case of the homogeneous fault, CA0 depends linearly
on the ∆CS amplitude and the slope of the dependence is steeper for larger
application areas. We also calculated CA for negative values of ∆CS and found
that they produce clock delay (negative values of clock advance). The absolute
values of CA in the static phase for applications of ∆CS with the same absolute
value but opposite signs are the same, although they differ in the later phases
- as was the case for the homogeneous fault. This is shown in figure 4.24.
Overall, based on the results of these numerical experiments, we did not find
any significant qualitative differences between clock advance behavior of the two
models.
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Conclusion

In the first chapter of the thesis, we provided a theoretical background for
modeling slip on a tectonically loaded fault governed by rate-and-state friction.
We described the phenomenon of stick-slip using a model of Coulomb friction
and explained the importance of friction for behavior of tectonic faults. We
described the experiments on friction between rocks and presented the rate-
and-state friction laws that were introduced to explain those experiments. We
showed some basic properties of the rate-and-state laws and gave an alternate
derivation for the formula of critical stiffness in the massive spring-slider , which
governs the transition between stable and unstable sliding.

In chapter 2, we presented a numerical formulation for modeling the behavior
of planar faults with rate-and-state friction. We made an approximation of
quasi-dynamicity, in which fully dynamic contributions for stress are replaced
with a radiation damping term proportional to slip velocity.

In chapter 3, we studied the effect of parameter distribution on seismicity.
Despite the large number of models we tested, we did not find any systematic
dependence of frequency-size distribution on the frictional parameters used, ex-
cept for the influence of discretization. If power law behavior was found, then it
was always in a limited range of at most two magnitudes. The reason why power
law behavior is limited in range is because the rate-and-state models we used
is unable to produce events with magnitude below a certain (model dependent)
value. As far as the effect of discretization is concerned, we confirmed a result
by previous authors that discrete models with cells that are able to fail inde-
pendently of one another, easily produce power law behavior in a limited range.
The sparser discretization used, the steeper is the slope of the frequency-size
distribution. Moreover, the character of events produced in this manner is such
that events of smaller magnitude and size are temporally clustered around the
larger events. We can think of two ways in which more realistic seismicity might
be achieved - 1) using distributions with parameters ranging over wider scales
and 2) using a fully dynamic model.

In chapter 4, we studied the effect of Coulomb stress change ∆CS on clock
advance CA of seismic cycles in various times of applications t0. We performed
a number of numerical experiments studying the effects of both positive and
negative ∆CS amplitude, extent and position of the load area, duration, and
so on. For both the homogeneous and heterogeneous models, we observed the
behavior described before by Perfettini (2003) and Gallovič (2008), who found
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that dependence of CA on t0 can be separated in three phases - a static one,
during which the clock advance has a constant value regardless of t0, an oscillat-
ory one and a phase of instantaneous triggering. We found that the mean clock
delay scales with amplitude of ∆CS for homogeneous applications, but the con-
stant of proportionality depends on the area of ∆CS application. We suggested
that the origin of the oscillations is due to propagation effects of slip velocity in
the model. This is supported by the fact that no oscillations are present in a
simple spring slider model. Another reason why we believe that the oscillations
are caused by distributions of slip velocity is that the oscillations can be made
to disappear by using a heterogeneous distribution of Coulomb stress, realized
so that it causes the same acceleration for each point on the fault, regardless of
its velocity. On the other hand, when the Coulomb stress is applied over a long
time, the oscillations do not disappear. Proper understanding of the observed
effects requires further study.
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