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Chapter 1

Introduction

Earthquake source and processes leading to the rupture of the Earth's crust are of

interest since people had understood that shaking of the earth is not God's punish-

ment but natural way of stress release locked inside the Earth crust. The milestone in

understanding of the consequences was certainly the publication of the theory of conti-

nental drift by Alfred Wegener in 1915 (Wegener, 1966) which o�ered evidence that the

Earth is alive and continents are moving and therefore most of the earthquakes occur

on boundaries of the continents. First theoretical studies of the earthquake source itself

are from the 1960s (Eshelby, 1957) when the theory of mechanics and seismic waves

was understood and supported by laboratory experiments. After that many models of

the earthquake source were developed theoretically (Haskell, 1964; Brune, 1970; Sato &

Hirasawa, 1973; Boatwright, 1980) including the dynamic properties (Madariaga, 1976;

Kostrov & Das, 1988) and their reliability was tested by comparison with the real seis-

mograms. The �rst attempts were limited to very rough estimates of parameters like

the size of the source, total radiated energy or �nal fault displacement (Haskell, 1964).

With enhancing the quality of the seismic records, thanks to improved instrumentation,

the analysis moved forward, but the unknowns that come from the material properties

under the Earth's surface remained unresolved or were resolved only partially. This was

probably the reason why the very approximate models of the source become that pop-

ular and widely used and applied in almost all seismically active regions. Even though

the advanced physical source models were suggested and new sophisticated methods

developed allowing to obtain, e.g. the time dependent distribution of the slip over the

fault using the inversion of the full waveforms, there is still many unknowns (e.g. prop-

erties of the material and its heterogeneity) that bring high uncertainties to the source

parameters estimates. Especially the attenuation of the seismic waves and its possible

dependence on frequency is still an unresolved problem. Despite the adopted simpli�ca-

tions these methods provide the �rst necessary estimates of the source parameters that

represent a starting point for further more sophisticated analysis. Accordingly I applied

one of the most frequently used approaches to the data from the West Bohemia region

and evaluated not only the limited number of parameters of the source but also their

uncertainties and compared them with results from other studies around the world.
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Chapter 2

Theory and Methods

2.1 Source models

According to the description complexity the model can be divided into multiple cate-

gories. The complexity of the model we are able to incorporate is conditioned by the

quality and amount of the data, which are available in the area of study. This includes

not only the quality of the waveforms and focal sphere coverage of the region by stations

but also properties of the Earth's model. In the following the types of source models are

introduced. Overview of the source model development can be found in, e.g. Gibowicz

& Kijko (1994).

The basic classi�cation of earthquake source models is represented by the point

source models and �nite source models. Finite source does not mean that such source

has a �nite length but that the distance of the station from the source is in orders

comparable to the length of the fault so we can not simplify it by a point source. We

could of course apply the �nite source model even to a small earthquake but usually

scanty information in the observed data would lead to a poorly conditioned inversion

of the source parameters.

The �nite source models can be divided into two groups � kinematic and dynamic

models. Kinematic model is a model of a slip history of the rupture on a fault with

arbitrarily speci�ed propagation of the rupture whereas dynamic model describes the

rupture propagation on fault based on fracture mechanics (Madariaga, 2011). Kine-

matic models describe the fracture as a dislocation while the dynamic models describe

fracture as a crack (Kostrov & Das, 1988). A dislocation is considered to be a defect

in an ideally elastic or viscoelastic medium formed by cut along a given surface and

a �nite relative displacement of the two faces of the cut, which means that the dislo-

cation is represented by a discontinuity in the displacement; models of this type are

the propagating dislocation model of Haskell (1964) and the model of Brune (1970),

which assumes an in�nite rupture velocity but is rationalized in terms of the dynamic

properties of the source (Gibowicz & Kijko, 1994). 1 If the slip on the fault is calculated

1In contrast to dislocation models, in crack models an explicit account of the driving and resisting
stresses in the source region is taken, and the resulting slip is derived by solving the equations of motion.
Thus, to describe the fracture at an earthquake as a crack, it is necessary to know the initial distribution
of stress on the fracture surface before the earthquake and the laws governing the fracture propagation

5



6 CHAPTER 2. THEORY AND METHODS

from the stress drop and strength of the fault, the dislocation model is identical to a

crack model. The solution to static slip of a circular shear crack is very well known

(e.g., Madariaga, 1983). Kinematic dislocation models are simpler than the dynamic

cracks, whose physical description is more proper, but parametrization of the kinematic

models allows to describe the source processes which are su�ciently realistic (Gibowicz

& Kijko, 1994).

2.1.1 Point source model

The earthquake source can be described by more or less complex model. The simplest

model is a point source buried in an elastic continuum Madariaga (2011). To describe

the properties of this source we can use the equation of elastodynamics, where the zero

net force and zero net moment conditions have to be ful�lled. Very good description can

be achieved by combination of three orthogonal linear dipoles which together creates a

symmetric tensor of rank 2 that is called the seismic moment tensor:

M =

 Mxx Mxy Mxz

Mxy Myy Myz

Mxz Myz Mzz

 (2.1)

The o�-diagonal components represent the torque produced by two point forces of direc-

tion i separated by in�nitesimal distance in direction j. The diagonal elements represent

linear dipoles. Radiation of this point moment tensor in a homogeneous, linear elastic

medium forms a set of Green functions. Our approximation of source is a point source

and we can separate seismic moment tensor into two parts M = M0(t) δ(r − r0). Its

time-dependent part can be written as

M0(t) = M0Ω(t) (2.2)

where M0 is time-invariant tensor that describes the geometry of the source and Ω(t)

is the time variation of the moment, the source time function.

2.1.2 Finite source models

Source time function

The source time function (STF) is the earthquake signal produced by the faulting.

STF is shaped by more processes happening in the source. The main quantities which

describe duration of the processes are the rupture duration time TD and the rise time τ

(or characteristic time; Gibowicz & Kijko, 1994). Rupture time TD is time needed for

faults of �nite length to propagate the rupture along the fault (neglecting the directivity

now)

TD = L/vr (2.3)

and interaction of the fault faces. The distribution of the displacement on the fault becomes then one
of the unknowns. (Gibowicz & Kijko, 1994)
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where vr is the rupture velocity and L is the characteristic dimension (or maximum size)

of the fault plane (Stein & Wysession, 2003). Rise time τ is duration of the slip function

∆u(t) from zero to its maximum value at any point on the fault (Stein & Wysession,

2003)

τ =
µD̄

∆σβ
(2.4)

where µ is rigidity (or shear modulus), D̄ is the average dislocation on the fault, ∆σ is

the stress drop and β is the S-wave velocity. STF is then convolution of the derivative

of the slip function and the rupture propagation history. For small sources and local

seismic network we are usually unable to distinguish between these two processes but

the time width of the displacement pulse is generally assumed to be related to duration

of the rupture.

Kinematic source models

Shape of the STF depends on the geometry of the fault and on the form how the

accumulated stress is released. Numerous source models were suggested and analyzed

during the last forty years and I tried to select and describe the most often ones used

for analysis of small earthquakes. Usually models of circular shape are used and mainly

di�er by the history of the stress release and by the speed of the rupture.

Brune (1970) derived a simple source model for small earthquakes for S waves where

the pulse shape of the far-�eld displacement is given by Snoke (1987)

u(t) = Ω0
t

τ2
H(t) exp(− t

τ
) (2.5)

where Ω0 is the amplitude low-frequency spectral level (or plateau) where Ω0 ∼ Ω(f →
0) and H(t) is the Heaviside function. Amplitude spectrum of such pulse is then

|U(f)| = Ω0[
1 +

(
f
fc

)γn]1/γ (2.6)

where fc is the corner frequency of the earthquake, γ = 1 and n is the high-frequency

spectral fallo� (for Brune model n = 2). Main advantage of this model is its simplicity.

It assumes an instantaneous shear stress release on a circular dislocation (Snoke, 1987).

Radius of such circular fault is

r =
kcβ

fc
(2.7)

where kc is the model dependent constant. In case of Brune model kc = 0.37 and is

not dependent on the angle of observation and only S waves are considered (Gibowicz

& Kijko, 1994). This model has been heavily used and published in numerous studies.

Based on results from mines Gibowicz & Kijko (1994) summarizes that this model gives

considerably bigger radius than observed in the underground.

Further, quasidynamic circular model was developed by Madariaga (1976) who stud-

ied a plane circular faulting with �xed rupture velocity. The model is quasidynamic since

the e�ective stress on the fault is speci�ed (Gibowicz & Kijko, 1994). For this model kc
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Figure 2.1: Possible pulse shapes of the STFs and their spectral high-frequency fallo�s
(after Savage, 1972)

is a function of azimuth (i.e. angle between the fault and ray direction) but in case of

su�ciently dense network coverage one can apply the average values of the coe�cients.

Another modi�cation of the circular source model was developed by Boatwright

(1980) who analyzed circular models where the region of stress relaxation grows with a

uniform rupture velocity until the rupture front either decelerates continuously or stops

abruptly. For this class of models he obtained steeper high-frequency fallo� and therefor

he used γ = 2 in Eq. (2.6). Many other kinematic models with circular rupture were

proposed, e.g. Savage, 1966; Molnar et al., 1973; Sato & Hirasawa, 1973 (overview in

Aki & Richards, 2002), and di�er mainly by the shape of the slip function and how the

fault rupture is developed and healed. Although the physical reality and causality of

the source model is important, it is not possible to reliably obtain such details from the

surface observations.

Shape of the STF in�uences the high-frequency fallo� value n. Overview of the

basic STF pulse shapes with their spectral high-frequency fallo�s is shown in Fig. 2.1.

2.2 Theory of earthquake source

2.2.1 Representation theorem for displacement

The displacement �eld un for any dislocation source (represented by the double couple

of acting forces) can be described in the form

un(x, t) = Mpq(ξ, t) ∗Gnp,q(x, ξ, t) (2.8)

(Aki & Richards, 2002; Jost & Herrmann, 1989, eq. 3.23) where Mpq is the time depen-

dent moment tensor of the source which is equal to the integral of the moment density

over the fault surface and Gnp,qis the derivative of a Green function which describes

the response of the media to the unidirectional unit impulse, or simply describes the

medium in which the wave propagates. If the properties of the media are known the

source term can be separated and analyzed.
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2.2.2 Seismic moment

Seismic moment, as a measure of the size of the earthquake in relation to the ruptured

area, is de�ned as

M0(t) = µD̄S (2.9)

(Aki & Richards, 2002, eq. 3.16) where µ is the rigidity (or shear modulus), D̄ is the

average dislocation on the fault and S is the fault area.

Another expression of the seismic moment is possible to get from the moment tensor

which can be divided into two independent functions

M(ξ, t) = M(ξ) Ω(t) (2.10)

where Mpq(ξ) is the time-independent moment tensor and Ω(t) is the source time func-

tion, which de�nes the dislocation function on the fault. The moment tensor Mpq(ξ)

describes the geometry of the source whereas the source time function describes the

amplitude of displacement in time. Seismic moment can be decomposed as

M0(t) = M0 Ω(t) (2.11)

whereM0 is the scalar seismic moment of an earthquake and can be expressed from any

moment tensor M(ξ) using the suitable norm, e.g.

M0 =
1√
2

∑
ij

M2
ij

1/2

(2.12)

(Silver & Jordan, 1982; Gibowicz & Kijko, 1994, eq. 9.97; Shearer, 2009, eq. 9.8). The

norm can be de�ned variously and therefore the scalar seismic moments can vary in

di�erent studies using di�erent norms and also can di�er from results obtained by the

de�nition (2.9). 2

Displacement in the far �eld in the homogeneous media due to a point source dislo-

cation of strength M0(t) is

u(x, t) =
1

4π%α3
<α

1

R
Ṁ0

(
t− R

α

)
+

1

4π%β3
<β

1

R
Ṁ0

(
t− R

β

)
(2.13)

(Aki & Richards, 2002, eq. 4.32) where α and β are velocities of seismic waves and <α
and <β are the corresponding radiation pattern (RP) corrections (for details see Aki

& Richards, 2002, eq. 4.33). Quantity ρ is density and R is the hypocentral distance.

The important message in this equation is that in the far-�eld we observe a derivative

of the permanent displacement step in the source. Therefore the seismic moment in the

far �eld is proportional to the integral value of the displacement pulse and in frequency

domain it corresponds to the low frequency spectral plateau Ω0 (Fig. 2.2). From (2.13)

2Units of the seismic moment can be ambiguous. SI units are Nm but in older works usually dyn.cm
units are used instead (1 Nm = 1e7 dyn.cm; 1 N = 1e5 dyn).
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Figure 2.2: The relationships between near-�eld displacement and far-�eld displacement
and velocity for time series (left two panels) and spectra (right panel).(after Shearer,
2009, Fig. 9.13)

we can formalize the relation for seismic moment

M0 =
4πρc3RΩ0

<cF surfc

(2.14)

where c is the velocity of seismic wave (α or β), <c is corresponding radiation pattern

correction and F surfc is corresponding free surface correction. Calculation of the seismic

moment is independent of the source model.

The contribution of P and S wave to displacement amplitude is given by ratio α3/β3

which is approximately ∼ 5 (neglecting the radiation patterns). This fact is favoring the

use of the S waves for analysis because of better signal-to-noise ratio but one should keep

in mind that for small hypocentral distances (∼ 20 km) the S wave can be contaminated

by successive re�ections of the P phase or other scattered phases. As the P phases in

the West Bohemia region are clear and mostly simple, I prefer this type of waves.

The basic criterion which tells us what details in data we have to take into account

and what we can neglect can be described by the distance of an observer to the source.

It tells us whether to use the far-�eld approximation or if the near-�eld terms are also

important. To use the far-�eld approximation we have to ful�ll the criterion

L2 � 1

2
λR (2.15)

(Aki & Richards, 2002, eq. 10.12), where L is the characteristic dimension (or maximum

size) of the fault plane, λ is the maximum observed wavelength and R is the hypocentral

distance.
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2.2.3 Size of the source

The corner frequency fc (or its reciprocal value) is the only quantity which characterizes

the duration of the rupture processes. To relate this duration to the size of the zone on

which the slip occurred we have to apply one of the source models. In this study I use

an approximation after Madariaga (1976). The source radius is calculated according to

(2.7) and if I assume that the rupture velocity vr is 0.9β, then kα = 0.32, kβ = 0.21 and

β = 3.5 km/s. Model of Madariaga (1976) expects the ratio between corner frequencies

of P wave and S wave of about 1.5 (fPc /f
S
c = 1.5). Here I want to stress that all

uncertainties in fc will transfer to uncertainties of the source radius.

2.2.4 Stress drop

The amount of energy released by the earthquake is determined by the di�erence

between the initial stress before the earthquake and the �nal stress level after (e.g.

Madariaga, 1983). During the rupture the strain accumulated near the fault is released

and part of the energy is released in seismic waves (approx. 1/10 of the total energy).

For a �nite fault we de�ne the static stress drop as stress drop integrated over the fault

area normalized by the fault area. Approximating the fault area by a square with side

of length L̃ (characteristic dimension) with an average displacement D̄ the static stress

drop is related to the strain change D̄/L̃ and according to Hook's law

∆σ = Cµ
D̄

L̃
(2.16)

where C is non-dimensional constant that depends on the fault geometry (Lay & Wal-

lace, 1995). For a circular shape with radius r the constant C = 7π/16. By substitution

of µ from (2.9) we get

∆σ =
7

16

M0

r3
(2.17)

which is relation obtained by Eshelby (1957). Assuming that ∆σ = f(C,M0, r) where

r = vRTD (vR is the rupture velocity) the uncertainty of stress drop is of a factor

2�3 (having uncertainty of C about 50 % and 25 % of the following quantities; Stein

& Wysession, 2003, p. 271). Looking at (2.17), the possible error in r (i.e. fc) is

transferred into the error of stress drop with the third power. This is why one should

be cautious when interpreting the results because increase of the corner frequency fc
only by 20 % will double the stress drop ∆σ. Relation (2.17) was derived for a circular

rupture buried in a homogeneous in�nite material which is not valid in the vicinity

of the earthquake asperity and also the Hook's law in not valid here and this brings

another uncertainty to ∆σ. A number of modeling assumptions are made but they are

still very likely di�erent from the real physics of the rupture processes; e.g. variations

in rupture speed will cause a change in corner frequency even if the stress drop remains

constant (Shearer, 2009). Therefore values of the stress drop are only rough estimates

and credibility of these values should be considered to be accurate in terms of orders.

The stress drop (2.17) is sometimes referred as Brune-type stress drop.
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2.2.5 Apparent stress

Another quantity characterizing the earthquake process is the apparent stress which is

a ratio of radiated energy Ec to seismic moment M0

σa = µ
Ec
M0

(2.18)

(Boatwright, 1984), where index c is related to the speci�c type of wave (either α or β).

This relation expresses the e�ciency of the energy radiation. First was assumed that

the apparent stress should be constant for all earthquakes but many studies show (e.g.

Aki, 1967; Kanamori & Anderson, 1975; Mayeda et al., 2005) that the self-similarity

may not be valid for all. But it is still question whether the non-self-similarity is real

or comes from uncertainties in estimation of the Ec, M0 parameters, predominantly

the �rst one. The radiated energy Ec of a particular wave can be calculated from the

observations of displacement as

Ec = 4πρα 〈<c〉2
R2

<2
c

Jc (2.19)

(Boore & Boatwright, 1984), where 〈<c〉 is the average radiation pattern correction

which equals to 0.52 and 0.63 for P waves and S waves, respectively. <c is radiation
pattern correction for the particular focal mechanism at the particular station. The

energy �ux Jc is calculated from the squared velocity spectrum as

Jc = 2

ˆ ∞
0
|u̇(f)|2df (2.20)

integrated over the whole frequency range. The integration, which is in reality strongly

band limited, introduces quite large uncertainty to the energy �ux and into all quantities

derived from it subsequently. As seismologists often work with data from a narrow

frequency band, the correction terms to J were introduced by Snoke (1987)

Jc = 2π
2

3
[Ω0f1]2 f1 + 2

ˆ f2

f1

|u̇(f)|2df + 2|u̇(f)|2f2 (2.21)

where f1, f2 are the instrument band limits or f1 can be related to reciprocal value of the

window length and f2 to the Nyquist frequency (Gibowicz & Kijko, 1994). According

to Snoke (1987) the determination of Jc is totally objective for spectra from broadband

instruments and contribution from the correction terms is up to 10 per cent. However,

our band limits from 1 to 100 Hz are not broadband and I found that contribution of

the high frequency correction term is up to 50 per cent. Ide & Beroza (2001) analyzed

the e�ect of �nite bandwidth on energy estimation and found that integration up to

approximately ten times the corner frequency is necessary to approach 90 % of the

seismic energy. Otherwise the energy estimates may be biased.
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Corner frequency - Snoke's approach

As a second approach to retrieve the corner frequency I applied the method of Andrews

(1986) and Snoke (1987, eq. 3), which uses the integral of the square of the ground

velocity spectrum J (after the attenuation correction; including the correction for lim-

ited bandwidth) for direct determination of fc from the spectrum without the need of

inversion:

fc(J) =

(
J

2π3Ω2
0

) 1
3

(2.22)

This kind of derivation of corner frequency can be easily automated if J and Ω0 are

estimated correctly.

2.3 Signal processing

The recorded displacement at the surface u(t, R) can be decomposed as

u(t, R) = Ω(t) ∗ g(R) ∗ i(t) ∗ p(t) ∗ l(t) (2.23)

where Ω(t) is the source time function, g(R) represents the earth structure as a function

of position R, i(t) is the instrument response of the seismometer, p(t) is the anelastic

attenuation along the ray path, l(t) is the site e�ect and ∗ is operator for convolution
(e.g., García-García et al., 1996). Transforming this relation to frequency domain

using the Fourier transform the form simpli�es from convolution in time domain into

multiplication in frequency domain

U(ω,R) = Ω(ω)G(R)I(ω)P (ω)L(ω) (2.24)

where ω = 2πf . To get the source time function Ω(t) we need to remove the other

e�ects behind this term or to make some approximation. The geometrical spreading

term G(R) is frequency independent and in�uences the amplitude of the signal only.

The next terms are analyzed in more details in following sections.

2.3.1 Instrumental correction

Instrumental correction is one of the fundamental correction which is applied to the

signal routinely. The impulse response (or transform function) of all the modern seis-

mometers is known and described in the documentation of the instrument. If we are

processing data from the full frequency range of the instrument the application of the

correction is necessary. But if we are processing the signal in a limited frequency band

where the response is �at with respect to the recorded quantity, the correction is not

needed. It always depends on the ratio of the corner frequency of the analyzed event fc
and the instrument corner frequency fic.

In Fig. 2.3 the instrument response is simulated by the high-pass Butterworth �lter

of 2nd order with di�erent corner frequencies fic = fHP and is applied to the pulse signal
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Figure 2.3: E�ect of high-pass �ltration on the pulse signal of width TD= 0.2 sec (fc=
5 Hz) and their FFT spectra. The Butterworth �lter of 2nd order is used with di�erent
stop-frequencies fic = 0.1, 0.5, 1.0 and 5 Hz (which corresponds to ratios fc/fic = 50,
10, 5 and 1, respectively). The vertical red line shows the fc = 5 Hz.

of width TD= 0.2 sec (fc= 5 Hz). If the ratio fc/fic is higher than 50, the in�uence of

the instrument to the signal in time domain is negligible. Decreasing the fHP to value

1 and lower makes serious distortions of the signal in the time domain. Nevertheless, it

has minimum in�uence to the spectra even for the low fc/fic values. It does not shift

the corner frequency of an event fc at all and only decreases the spectral amplitude for

the very low frequencies. It change the high frequency asymptote also but with respect

to oscillations in the high frequency part it is unsubstantial. 3

In the case of WEBNET data, all the earthquake corner frequencies are at least

ten times higher than the corner frequency of the instruments and consequently the

instrument correction I(ω) is not needed. Therefore the analysis is carried out in the

interval of the �at response of the instrument (which corresponds to the green curve in

Fig. 2.3; fHP = 0.5 Hz).

2.3.2 E�ect of attenuation

As the Earth crust is not ideally elastic the geometrical spreading and conversion of

waves on boundaries are not the only e�ects that in�uence the amplitude of the signal.

Part of the energy is lost due to irreversible transformation of potential energy into

kinetic energy of seismic waves and the related internal friction. This process is called

anelastic (intrinsic) attenuation and it can be described by quality factor Q which

represents fractional loss of energy per cycle of oscillation

3All the simulation is done for the same sampling frequency 250 Hz as the WEBNET data and in
1 sec window length.
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Q = −2πE

∆E
(2.25)

(Lay & Wallace, 1995) and can be simply obtained by a ratio of amplitudes of successive

cycles of oscillations

Q =
π

ln
(
A1
A2

)
We can write the loss of amplitude as a function of time

A(t) = A0e
−ω0

t
2Q = A0e

−πf0 tQ (2.26)

where ω0 = 2πf0 = 2π
T0

is the prevailing frequency of the wave. Substituting t = x/c

into (2.26), where c is the velocity of the wave, the decrease of amplitude can be also

expressed as a function of distance A(x). Here we see that for constant Q the amplitudes

at higher frequencies will attenuate more than at lower frequencies. It is generally

observed that Q is independent of frequency in the range from 0.001 to 0.1 Hz (Fig.

2.4). This frequency independence of Q is inconsistent with the basic physical model of

anelasticity which assumes viscoelastic material with greatest attenuation at absorption

peak occurring at ωτ = 1, where τ is the relaxation time constant (Stein & Wysession,

2003). This inconsistency is thought to be explained by superposition of many di�erent

mechanisms of absorption, which �nally results in a relatively constant Q-value in a

broader frequency band. But frequency dependence of Q at frequencies higher than

1 Hz, which I am interested in, is not explained satisfactorily.

Futterman (1962) derived from dispersion of the body waves the following depen-

dence of Q on frequency

Q(ω) = Q0(1− 1

πQ0
ln
ω

ω0
) (2.27)

where Q0 is quality factor for a speci�c nominal frequency and ω = 2πf . But this

relation has a minimal e�ect on change of Q(ω) as in our frequency range 1�80 Hz the

change of Q(ω) is up to 2 % only. On the other hand Müller (1983) introduced a power

law dependence

Q(f) = Q0f
n (2.28)

where n = 〈0.4; 1.1〉 for the frequency interval from 1 to 30 Hz (Gibowicz & Kijko, 1994,

p.163). Oth et al. (2011) obtained Q0 = 50−130 and n = 0.6−0.9 for the southern part

of Japan. Such dependence would signi�cantly in�uence the results because assuming

even the weakest frequency dependence n = 0.4 the di�erence for frequencies 1 Hz and

80 Hz would make about 580 %. Generally is observed that Q depends on frequency

at higher frequencies and increases with frequency (Lay & Wallace, 1995). Most of

the studies derived the attenuation factor Qc from coda waves whose behavior can be

di�erent to attenuation of direct waves.

The Q factor is generally increasing with depth because the structure of the rock is

more compact and the micro fractures are closing with increasing lithostatic pressure.
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Figure 2.4: Dependence of Q on frequency (after Sipkin & Jordan, 1979).

Despite the major part of the travel path is in the low-attenuating material even the

thin surface low-Q layer can cause very strong reduction of amplitude recorded at the

surface. This is why the stations tend to be placed in the boreholes either for high

detection capability of small earthquakes or for the low distortions of the signal. The

e�ects of attenuation can be described also by an average attenuation operator along

the whole raypath

t∗ =

ˆ
path

dt

Q
=

N∑
i=1

ti
Qi

(2.29)

where t is the travel time and index i marks individual layers. The near surface at-

tenuation κ (or site e�ect) is sometimes introduced for the surface layer which can be

represented as an attenuation operator t∗1 = t1/Q1 of the topmost layer.

The frequency-dependent attenuation term in (2.24) is expressed by anelastic at-

tenuation along the path P (f) = exp[−πft/Q] and site e�ect L(f) = exp[−πfκ]. The

unknown parameters t/Q and κ show the same functional dependence on frequency,

which makes the distinction between these two impossible without a preceding knowl-

edge of the Q values. Accordingly, I can omit κ and include the appropriate near surface

attenuation into a single attenuation term exp[−πft∗]. This approach can be justi�ed

when the hypocentral area is small and rays are traveling along very similar paths,

which is valid for the most seismic activity in the West Bohemia region (see Fig. 3.1).

Despite this discussion of frequency dependence of quality factor, most of the studies

regarding the source parameter estimations are using the constant value of Q which is

related to the speci�c wave, either P or S. Sometimes the Qα or Qβ are derived from

Qc (the coda-Q factor), where Qα = 9/4Qc (e.g., García-García et al., 1996).

The e�ect of attenuation on the spectra is shown in Fig. 2.5 where di�erent Q-

values ranging from 100 to in�nity (curve named Brune) are applied to the spectrum of
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Figure 2.5: E�ect of attenuation on the spectra and its relation to fc

one-sided displacement pulse with fc = 20 Hz. Neglecting of attenuation would lead to

underestimation of fc in the absolute spectral methods.

So for retrieving the amplitude source spectrum Ω(ω) two e�ects must be corrected

for: the anelastic attenuation (amplitude decrease with distance and broadening of the

pulse in the time domain) and the geometrical spreading (decrease of amplitude with

the distance).

2.3.3 Spectra estimation

The way of amplitude spectra estimate a�ects both the resulting corner frequency fc and

the low frequency level of the amplitude spectrum Ω0. I have tested two approaches for

spectra estimation: the standard fast Fourier transform (FFT; �t function in MATLAB)

using the 10 % cosine taper and the multitaper approach (MTT; pmtm function in

MATLAB) that gives smoother spectra. I found that the MTT must be applied with

care because using low values of the time-bandwidth product (parameter NW ), which

favorably �attens the high frequency amplitude oscillations, leads to an arti�cial increase

of corner frequency whereas the high values of NW are lacking of any advantages of

MTT compared to FFT in this analysis. Nevertheless, the MTT method is more stable
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Figure 2.6: Comparison of standard FFT and the MTT method for estimation of the
spectra. a) Vertical displacement of the P wave at station BUBD for event X1590D and
b) its spectra using FFT method (dashed line) and MTT method (solid line).

also for the low frequency spectra amplitudes where the MTT is less oscillating than the

FFT. I demonstrate this e�ect on the real displacement seismogram in Fig. 2.6 where

NW = 4 (number of orthogonal Slepian �lters is NS = 2 ∗ NW − 1). The signal is

sampled by 250 sps and is 1 sec in length. In this test the signal of the same length is

used as for the real data processing to test also the e�ect of the window length on the

spectral estimate.

As the MTT here is using seven orthogonal tapers it is important to keep the

analyzed signal in the middle of the time window (but this e�ect is not analyzed in this

study). In processing of real data in the SEISMON this is assured by �xing the position

of the P-wave onset in the middle of the time window.

2.4 Absolute methods

2.4.1 Spectral analysis

The frequency analysis is a common and extensively used method for obtaining basic

estimates of the source parameters (e.g. recent studies: Abercrombie & Rice, 2005;

Allmann & Shearer, 2007; Dobrynina, 2009; Kwiatek et al., 2011) since the theoretical

spectrum of circular rupture model was presented by Brune (1970). Although other

improved and more realistic models of earthquake source were proposed (e.g., Sato

& Hirasawa, 1973; Boatwright, 1980) I use the Brune (1970) source model because

it is widely used and therefore a comparison with other studies can be performed.

The advantage of this model is its simplicity. Commonly observed ω−2 spectral high-

frequency fallo� (e.g., Andrews, 1986; Abercrombie, 1995; García-García et al., 1996;

Shi et al., 1998; Oth et al., 2010) �ts our data well. More precisely, the observed

spectra can be adapted to this model by �nding the appropriate Q-value. I assume this

model being su�cient to describe the sources of 0.8 ≤ ML ≤ 3.3 micro earthquakes at
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hypocentral distances of about 6 � 30 km in the West Bohemia region.

For determination of the source parameters I �rstly used the absolute spectral ap-

proach applied to P waves on the vertical component. The method is designed for

routine processing of seismograms from the WEBNET network and is implemented in

the SEISMON processing package (described in Appendix A; Mertl & Hausmann, 2009;

Michálek et al., 2011). A time window of 1-sec duration was used to calculate the spec-

trum. It contains 0.5 sec of noise and the remaining part includes the signal of the

P wave with almost 100 % of its energy. The noise spectrum was calculated from the

�rst half of the time window and replicated while the spectrum of the signal was calcu-

lated from the whole window (Fig. 3) using the MTT. The spectrum was interpolated

in order to obtain equidistant frequency spacing in the logarithmic scale (12 points per

decade). I did not apply any smoothing operator because the MTT itself smooth the

spectrum naturally. The resulting displacement spectra were compared to the model

Ω(f) =
Ω0e

−πft/Q

1 +
(
f
fc

)n (2.30)

(Brune, 1970) with the attenuation term e−πft/Q, where Ω0 is the low frequency spectral

level proportional to the seismic momentM0, t is the P-wave travel time, Q is the quality

factor for the whole ray path, fc is the corner frequency and n = 2. The exponential

term is responsible for the anelastic attenuation along the ray path. Because I assume

a point source (i.e. no e�ects of source directivity), fc is assumed to be the same for

all stations. The inversion process itself is described in section 3.3.3. Parameters of the

source are then derived using formulas (2.7), (2.14) and (2.17).

Various modi�cations of inversion are used in order to test the stability of the deter-

mined parameters. A common fc for all stations is always assumed and two approaches

to obtain Q are applied: (1) a separate Q is determined for each event and station and

(2) a common Q is determined for each station using a joint inversion of all events. The

details are described in sections 3.3.3 and 3.3.4.

2.5 Relative methods

2.5.1 Spectral ratios - EGF

Absolute methods of the source parameters determination su�er from uncertainties

rising from the path e�ects distortions to the signal. There is a possibility to remove

these e�ects by application of the empirical Green's function (EGF) technique (Hartzell,

1978; Mueller, 1985; Mori & Frankel, 1990). The EGFmethod (or spectral ratio method)

is well known and widely used for analysis of collocated events in variable environments

from picoearthquakes (e.g. Kwiatek et al., 2011), microearthquakes (e.g. Abercrombie &

Rice, 2005; Fischer, 2005) to big mainshock-aftershock sequences (e.g. Ammon et al.,

1993; Plicka et al., 1998; Baltay et al., 2011; Wen, 2014). In this method the weaker

event is assumed to be a delta function δ(t) with respect to the stronger event. Aim
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of the EGF method is to separate the STF from the stronger event by deconvolution

of the weaker event. In an ideal case, the division of the spectra will remove all e�ects

except for the source properties. The main advantage of this method is that almost all

path and site attenuation e�ects are eliminated by the spectral division. The spectral

ratio by using (2.24) is simpli�ed to

Ψobs(f) =
U1(f)

U2(f)
=

Ω1(f)

Ω2(f)
(2.31)

where U1(f) and U2(f) are the displacement spectra of the stronger and weaker events,

respectively. The Ω2(f) term is the spectrum of the weaker event which has nearly �at

amplitude up to its corner frequency fc2 and is considered to be similar to a spectrum

of the δ(t) pulse. To apply this technique the following criteria have to be met (e.g.

Shearer, 2009; Kane et al., 2011):

1. The events are closely collocated

2. Di�erence in magnitudes of the events is higher than 1.0 so that the smaller event

could be considered as δ(t)

3. Both events have similar focal mechanism, i.e. similar geometry of the source

In addition to criteria above an assumption of the source model have to be included

to obtain its parameters. In this study the Brune source model (2.6) is used to be

consistent with results from the absolute approach. The spectral ratio is then de�ned

as

Ψmod(f) = Ω0r

1 +
(
f
fc2

)2

1 +
(
f
fc1

)2 (2.32)

(e.g. Viegas et al., 2010) where Ω0r = Ω01/Ω02 is the low-frequency spectral ratio of the

stronger and weaker event and fc1 and fc2 are their corner frequencies, respectively. The

best �t between the observed data ratios and the model is solved as inverse problem by

minimizing the di�erences in L2 norm. In this analysis the residual function is optimized

in the form

SREGF =

N∗M∑
i=1

||Ψobs
i (f)−Ψmod

i (f)||L2 = min (2.33)

(similar to e.g. Kwiatek et al., 2011) where N is the number of event pairs and M is

the number of stations. The analysis can be performed for

(a) one pair of events (N = 1) at M stations (i.e. I invert for one fc1 and one

fc2 at all stations); or

(b) N event pairs and M stations simultaneously (i.e. I invert for one fc1 and

N values of fc2 for each pair of events).

In addition, case (b) can be turned into (a) by creating one average EGF from more

weak events of similar magnitude by stacking of their spectra (Shearer et al., 2006).
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There are some numerical di�culties which have to be resolved carefully. First of the

tasks is to estimate the amplitude of the spectra correctly; therefore the MTT approach

of calculating spectra is used. Second problem can arise from the division by small

numbers while evaluating the spectral ratio; namely the high-frequency oscillations can

introduce spurious errors. This problem is eliminated by usage of optimum number of

tapers (NS = 7) in the MTT approach which favorably �attens the high-frequency part

of the spectra.4 Another problem can arise from uneven sampling of the spectrum, i.e.

the low-frequency part is sparsely sampled with respect to the high-frequency part and

the model will emphasize the denser sampled part of the spectra. Resampling to a �xed

number of values per decade (e.g. 12) is a possible solution. Practical implementation

of the individual processing steps is given in section 3.5.

4The number of tapers is not tested here but this topic was properly discussed personally with G.
Prieto and P. Moyer during the ECGS 2012 workshop in Luxembourg (Moyer et al., 2012).
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Chapter 3

Source Parameters of the 2000 &

2008 Swarms

3.1 Introduction

The West Bohemia region is the most seismically active region in the Czech Republic

and also belongs to one of the most active areas in the middle Europe. Occurrence of

earthquakes in this intracontinental region is one of the relicts of the volcanic activity

(Mrlina et al., 2009); last known eruptions are dated to 200 ka (�pi£ák & Horálek, 2001).

3.1.1 Observations from the West Bohemia/Vogtland

The earthquake swarms in West Bohemia/Vogtland pertain to the most striking mani-

festation of the present geodynamic activity of this intracontinental region (e.g. Horálek

& Fischer, 2010). This area is situated in the western part of the Bohemian Massif at

a contact of di�erent Variscan tectonic units � the Saxothuringian, Moldanubian, and

Teplá-Barrandian (Babu²ka & Plomerová, 2008). The ENE-WSW trending Eger Rift

terminates close to the epicentral area and is intersected by the NNW- SSE striking

Mariánské Lázn¥ fault (Bankwitz et al., 2003). The geodynamic activity is manifested

by emanations of CO2 of mantle origin (Bräuer et al., 2011) and by Quaternary volcan-

ism represented by Komorní h·rka, ´elezná h·rka and newly discovered maar structure

of Mýtina (Mrlina et al., 2009). The frequently occurring weak earthquake swarms,

mostly of magnitudes ML< 3.5, concentrate in multiple focal zones in the depth range

from 6 to 25 km (e.g. Horálek & Fischer, 2010). Among them, the area close to the

village of Nový Kostel (close to station NKC in Fig. 3.1) dominates with more than

80 % of the released seismic energy. It was the place of all the recent major swarms

in the years 1985/86, 1997, 2000, 2008 and 2011 (Fig. 3.1). The recorded seismic data

were subject to various studies oriented to get insight into the generating mechanism

of the earthquake swarms. The relative hypocenter locations in the area of Nový Kos-

tel show a north-south steeply dipping fault plane of 8 km length in the depth range

from 6 to 12 km whose orientation matches well with the source mechanisms (Fischer

& Horálek, 2005). The detailed analysis of spatio-temporal distribution of hypocenters

23
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shows that both the elastic stress transfer and high-pressurized �uids are responsible

for the driving of the swarm activity (see e.g. Hainzl & Fischer, 2002; Hainzl & Ogata,

2005; Fischer & Horálek, 2005; Fischer & Michálek, 2008; Dahm et al., 2008; Hainzl

et al., 2012; Horálek & Fischer, 2008). The source mechanism studies have shown that

pure shear faulting prevails (Horálek & �ílený, 2013) compared to tensile faulting that

occurs in the case of speci�c fault plane orientation (Horalek et al., 2002; Vavry£uk,

2002, 2011a).

So far, little attention was devoted to the studies of static source parameters of these

earthquakes. First attempts to evaluate the source parameters of the West Bohemian

earthquakes were presented by Antonini (1986); Grosser et al. (1986); Ple²inger et al.

(1986). All the studies are evaluating the standard set of source parameters as seismic

moment, source size, static stress drop and average slip from the shear wave displace-

ment spectra by applying the basic assumptions of Brune (1970) and Madariaga (1976)

and some using the graphical methods of (Hanks & Thatcher, 1972). The analyses of

events from the 1985/86 earthquake swarm are based on data from one (Grosser et al.,

1986) to three stations (Antonini, 1986) and are limited to the strongest events only due

to large epicentral distances (only 4 stations with digital recordings within the range of

30 km). Although large earthquake swarms occurred within the period 1997-2011, none

of the works was aimed to determine the source parameters mentioned above.

The inversion for seismic moment tensors of the year 1997 swarm by Horalek et al.

(2002) provided the �rst estimate of scalar seismic moments, which enabled establishing

a scaling relation between the local magnitude and the scalar seismic moment (Hainzl

& Fischer, 2002) in the form log M0 = 1.05 ML + 11.3. Fischer (2005) used the EGF

method to study the source time functions of the year 2000 swarm events and found

that many of them display a complex source time function composed of several pulses.

Seismogram modeling revealed that some of these events correspond to a fast stick-slip

rupturing composed of several rupture episodes separated in time and space. Analysis

of stopping phases of selected 2000-swarm events by Kolar & Ruzek (2012) suggested

the constant stress drop scaling of the source radius and seismic moment.

3.1.2 Observations around the world

The scaling between the seismic moment and size of the source with constant stress drop

is commonly accepted as suggested by Aki (1967). Since then there are many studies

aiming to �nd the con�rmation of this law in the real data, namely for small earthquakes

because their more frequent occurrence could help to understand the behavior of the big

ones. The constant stress drop was observed e.g. by Abercrombie (1995) for earthquakes

(ML -1 to 5.5; ∆σ ∼ 0.1 � 80 MPa) in Cajon Pass borehole close to San Andreas Fault

in southern California, by Prieto et al. (2004) who analyzed earthquakes (ML 0.5 to

3.4) recorded by Anza seismic network in southern California, or by Yamada et al.

(2007) who studied earthquakes (Mw 0.0 to 1.3; ∆σ ∼ 3.2 � 88 MPa) in South African

gold mine. Also Viegas et al. (2010) reported high constant stress drop (∆σ ∼ 9.2

� 240 MPa; median value 104 MPa) for the M5 intraplate earthquake, in 2002 and
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its aftershocks in Au Sable Forks, NY and concluded that the apparent breakdown in

source dimension scaling is caused by the limited bandwidth of the records. Allmann

& Shearer (2007) estimated the source parameters of 42,367 earthquakes from period

1984-2005 in Park�eld, central California; their stress drop varied between 0.1 to 100

MPa with median value of 6.75 MPa also stating that the stress drop is nearly constant

with seismic moment, implying self-similarity over the ML 0.5 to 3.0 range. Similar

results were obtained from analysis of about 60,000 earthquakes (1.5 < ML < 3.1)

in southern California (Shearer et al., 2006) with static stress drops between 0.2 and

20 MPa. Imanishi et al. (2004) used inversion method based on stopping phases to

estimate source parameters of 25 microearthquakes (1.3 < M < 2.7) from the western

Nagano prefecture, Japan. They found that the static stress drop ranged from 0.1

to 2 MPa only, do not vary with seismic moment and that the apparent breakdown

in its scaling is an artifact of attenuation in the crust which mostly in�uenced the

surface observations. They deduced that the earthquakes are similar over a wide range

of magnitudes. Similar �ndings were reported by Kwiatek et al. (2011) in the study

of picoseismicity (-4.1 < Mw < -0.8) from Mponeng Deep Gold Mine in South Africa

(∆σ ∼ 0.01 � 1.0 MPa). Oth et al. (2010) investigated the source characteristics of 1,826

events from accelerometric borehole recordings (MJMA = 2.7 � 8.0) throughout Japan

and con�rmed the self-similar scaling with the median stress drop 1.1 MPa for crustal

events. On the other hand Harrington & Brodsky (2009) observed pulses of constant

width for a group of earthquakes on San Andreas fault (M 1.4 to 3.7), which could be

explained as a reactivation of the fault patches of similar size with variable stress drop

0.18 - 68 MPa. Urbancic & Young (1993) analyzed 85 mining-induced events (-2.2 <

Mw < -0.3) in Strathcona mine (Sudbury, Ontario) at depth 710 m. They obtained also

relatively high static stress drops within the range 0.16 - 83 MPa and pointed out to

possible non-similar behavior of the small and large events. Oye et al. (2005) analyzed

approx. 1500 events (-1.8 < Mw < 1.2) from 1400m deep Pyhäsalmi ore mine in Finland.

Their static stress drops range between 0.01 and 30 MPa and they noted that there are

strong factors which contribute to signi�cant deviations from the constant stress drop.

Mayeda et al. (2005) used the coda waves to analyze 4 earthquake sequences (both

natural and induced seismicity) in magnitude range 3.7 < Mw < 7.4 to evaluate the

scaling relations and their results strongly suggest the non-self-similarity. Edwards &

Rietbrock (2009) studied attenuation and scaling relations of two magnitude-di�erent

datasets (2.0 < MJMA < 4.0; 3.0 < MJMA < 7.2) and concluded that the stress drop

must increase with Mw; or that increase of the stress drop for the smaller earthquakes

is an artifact of the site e�ect. All the studies report quite wide ranges of the stress

drop which were by some authors interpreted as constant at speci�c sites/regions (valid

source scaling relations) and as non-constant elsewhere (break in source scaling) by

others. The comparison of the results of these studies is complicated because of di�erent

quality of the processed datasets and the methods used. I do not want to emphasize the

di�erences in absolute values of the stress drop in the studies because these are model

dependent. But the trends in individual studies di�er and source scaling dependence can
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be in�uenced by application of some particular method. Most of the studies addressed

above emphasize the importance of the attenuation correction and its strong in�uence to

the results, which can lead to under/overestimation of the source parameters, primarily

the corner frequency (e.g. Imanishi et al., 2004) and the other parameters consequently.

The speci�c implementation of the attenuation corrections varies in individual studies

and knowing the high tradeo� level between the source parameters and attenuation

brings many degrees of freedom to the problem. The relative EGF method should

remove the attenuation e�ects and ambiguity of the source parameters but another

uncertainties can arise from the EGF approach and these are discussed in section 3.5.

3.1.3 Aims

In my thesis I aim to examine the scaling between the seismic moment and the source

size for the earthquake swarm events in the West Bohemia region, in particular the range

of the stress drop and possible anomalies in scaling for the small magnitude events. I

present estimates of the static source parameters - source dimension and stress drop of

the West-Bohemia swarm earthquakes. I use the absolute approach in frequency domain

(similar to that of e.g. Lindley & Archuleta, 1992; Abercrombie, 1995; García-García

et al., 1996; Abercrombie & Rice, 2005; Dobrynina, 2009; Kwiatek et al., 2011) and also

the relative approach using the EGF methods (Hartzell, 1978, or recently e.g. Shearer

et al., 2006; Baltay et al., 2010; Viegas et al., 2010; Kwiatek et al., 2011). I employ the

high-quality seismic data recorded by the WEBNET seismic network (Fischer et al.,

2010) to bring new insights into understanding of the source processes in this unique

area of intracontinental seismicity. A special attention is paid to uncertainties of the

source parameters.

The absolute methods were applied to 56 swarm-events from the West Bohemia

region in years 2000 and 2008. The �rst results of the absolute approach applied to the

P waves were published in Michálek & Fischer (2013). In this thesis the results were

examined in more details extending the error analysis and broadened in terms of new

methods and by additional analysis of S waves.

The relative methods were applied to a small group of six events from the 2008-

earthquake-swarm. The selection of these events was based on results from the pre-

vious cluster analysis (Fischer & Michálek, 2008) where the similarity of the P-wave

seismograms was tested by the cross-correlation analysis. The aim of application of the

relative methods was not to process a large number of events but to test the stability

of the methods and their uncertainties.

Finally, I compared the results from absolute and relative approaches as well as with

results of similar studies around the world.

3.2 Data

The seismicity in the West Bohemia (WB) region is monitored for more than two decades

by the seismic network WEBNET; for description see, e.g. Fischer et al. (2010). In the
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Figure 3.1: Map of WEBNET network and epicenters from 1991 to 2010 (black dots)
in the West Bohemia/Vogtland region. The earthquake swarms 2000 and 2008 are
highlighted in blue color. The red triangles are WEBNET stations. The depression to
the south from the NKC station is the tertiary Cheb basin; its eastern edge is terminated
by the intersection with the Eger rift. (topography based on USGS, 2002)

WB region the hypocentral distances R range between 6 to 30 km and the observed

wavelengths of P waves are up to 3 km (assuming vα = 6 km/s; T = 0.5 s). Fault size

L of the local M4.0 earthquake can be up to 0.5 km. From this and (2.15) I get that

L2 =0.25 and 1/2λR = 9 [km2]. The L2 is at least 36 times lower than the the right side

of (2.15), which should be su�cient enough to use the far-�eld approximation.

I processed events (0.8 ≤ ML ≤ 3.3) from the West Bohemia region (Fig. 3.1),

which occurred during the earthquake swarms from August to December in 2000 and

in October 2008. Selected events are located on a steeply dipping fault plane (strike

169°, dip 80°) in the depth range 7.5-10 km (Fig. 3.2). The number of stations used for

spectral analysis di�ers for individual events. The con�guration of stations in 2000 (12

stations) was less favorable than in 2008 (22 stations) in terms of the coverage of the focal

sphere. In 2000 seven stations at maximum (usually 3-4 stations) were found suitable

for the analysis because of the azimuthal position with respect to the hypocenters (Fig.

3.1). In 2008 I could use up to 21 stations (usually 12-15). The criteria for selecting

events and stations for the inversion were the signal-to-noise ratio > 3 (i.e. ∼ 10 dB) in
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Figure 3.2: Distribution of hypocenters in the 2000 (blue) and 2008 (red) swarms along
the fault plane (viewing from ENE to WSW). Size of the circles corresponds to the
seismic moment. Hypocenters located by hypoDD location program (Waldhauser &
Ellsworth, 2000) in 1D inhomogeneous velocity model (Málek et al., 2000). Locations
provided by Hana �ermáková.
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the analyzed frequency band of 1-100 Hz. Because of collocation of the events in these

two periods I analyzed them together with emphasis on the 2008 swarm. Only events

with clear and simple P pulse were selected to eliminate multiple or complicated rupture

processes. Accordingly I eliminated the multiple events identi�ed by Fischer (2005).

These criteria allowed me to process events down to ML = 0.8. The most limiting

criterion was the signal-to-noise ratio, which did not allow to reliably process smaller

earthquakes at distant stations. I analyzed P waves recorded on vertical components of

short period seismographs SM-3 and LE-3D sampled by 250 sps. The frequency band

was limited by the corner frequency of the velocigraphs (0.5 Hz for SM-3 and 1 Hz for

LE-3D) and by the sharp anti-alias �lter in the recording unit at 80 Hz and 100 Hz for

the 2000 swarm and 2008 swarm, respectively. Data were transformed to displacement

and no �ltration was applied.

3.3 Application of the absolute methods to P waves

3.3.1 Processing

Application of the spectral analysis was initially performed for the P waves because of

their clear onset and uncontaminated seismogram by the other wave phases.

In our case, I could neglect the instrument response function I(f) because all the

earthquake corner frequencies were at least six times higher than the corner frequency

of the instruments � the lower corner frequency limit of the sensors is 1 Hz and the

expected/obtained corner frequencies of the events starts at 6.5 Hz (for details see

section 2.3.1). Therefore the records were corrected for sensitivities only and the analysis

was always carried out in the interval of �at response of the instrument. Hence for

retrieving the amplitude source spectrum Ω(f) two e�ects must be corrected for:

1. frequency dependent anelastic attenuation (amplitude decrease with distance and

broadening of the pulse in the time domain)

2. frequency independent geometrical spreading (amplitude decrease with distance)

The �rst e�ect is solved during the inversion process itself while searching for the true

earthquake corner frequency over the multiple stations. The second, geometrical spread-

ing e�ect plays an important role when evaluating the seismic moment from the low

frequency amplitude plateau Ω0 using equation (2.14).

3.3.2 Spectra estimation

A time window of 1 sec duration was used to calculate the spectrum. It contains 0.5

sec of noise and the remaining part includes the signal of the P wave with almost 100 %

of its energy. The noise spectrum was calculated from the �rst half of the time window

and replicated while the signal spectrum was calculated from the whole window using

the MTT. Spectrum was interpolated in order to obtain equidistant frequency spacing

in the logarithmic scale (12 points per decade). I did not apply any smoothing operator
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because the MTT smooth the spectrum itself. The resulting displacement spectra were

compared to the model (2.30).

3.3.3 Inversion of individual events

The source model represented by (2.30) was parametrized by two free parameters fc
and Q. The model was �tted to the data by searching for the minimum of the residual

function in L2 norm (3.1). As an optimization algorithm I used the Nelder-Mead simplex

method which is implemented in the fminsearch MATLAB function. The value of Ω0 was

determined as a mean value from three spectral amplitude values of Ω(f) at the lowest

frequencies between 1-3 Hz, where the spectrum is always �at even for the strongest

M3.5 events. The �t was realized in the frequency range 1-100 Hz (or 1-80 Hz for the

PCM system; operated at stations KOC and LAC during the 2008 swarm). Because

the di�erences of spectral amplitudes at low and high frequencies are up to two orders

I used the logarithm of the values for the model and data and the residual function was

de�ned as

SR =

N∑
i=1

|| log Ωmodel(fi)− log Ωdata(fi)||L2 (3.1)

where N is the number of discrete frequencies at which I compare the model and data.

The simplex method always converged to the minimum of the residual function when

the initial values of �tted parameters were in reasonable intervals. For fc the initial

value should be in the range of the observed data, i.e. 1-100 Hz and for Q the initial

value of 200 was used (Stein & Wysession, 2003), because all the stations are surface

stations built on a hard rock (crystalline or metamorphic units). Di�erent initial values

of �tted parameters did not a�ect the �nal solution. To stabilize the inversion I made

an assumption of a common fc for all stations for the analyzed event which can be

valid in the �rst approximation of the source only. The assumption of a common fc can

be used only if one does not expect any directivity e�ects of the source. The residual

function in such case is modi�ed to

SRall =
1

N

N∑
i=1

SRi (3.2)

where N is the number of stations where the event was analyzed. Figure 3.3 shows the

inversion results at station BUBD as an example for two events of ML3.1 and ML1.7.

By minimizing the logarithmic sum of residuals between the model (2.30) and data

in L2 norm (3.1) I obtained the single corner frequency fc for each earthquake and N

values of attenuation factors Q (for N stations). In this way multiple Q-factors were

retrieved for each station for di�erent events; their variation may account for example

for the neglected source directivity and other source-dependent e�ects.

Using multiple stations for determining fc led to stabilizing the process of obtaining

the corner frequency compared to determining fc from single-station data, which is also

tested before each common inversion process. Stations HRC and SKC with strange

pulse shape and fc > 50 Hz obtained from the individual inversion were excluded from
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Figure 3.3: Ground displacement of the P pulse (left) with noise window marked by
green arrow. Example of the spectral analysis (right) of event with a) ML3.1 (ID:
X2411A) and b) ML1.7 (ID: X402A) at station BUBD. Black line is the observed spec-
trum, green line is the noise spectrum, both not corrected for Q. Observed spectrum
(gray), interpolated observed spectrum (blue) and model spectrum (orange) are all cor-
rected for Q = 277. The pink horizontal line is the half value of Ω0 (intersection with
spectrum line is at fc for Brune's model). fc (vertical red line) and its uncertainty
estimates (dashed red line) were obtained by a single-station inversion of the corrected
spectrum.
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the common inversion to eliminate unrealistic results. I also excluded distant station

ZHC because of the low signal-to-noise ratio. I evaluated the uncertainty of fc by

testing the shape of the residual function SR, i.e. the �atness of the function around

its minimum value. Lower and upper error bounds of fc were determined at frequencies

corresponding to the 5 % increase above the minimum of the SR (Viegas et al., 2010).

These error bounds are not errors in terms of the standard deviation but more like an

indicator of uncertainty of the result.

I attributed all the deviations of the high-frequency spectral fallo� from the ω−2

model to the e�ect of anelastic attenuation and because the site corrections are not

known for our stations the all attenuation is gathered in the Q-factor.

Figure 3.4 illustrates how the inversion was performed and how the parameters

evolve near the optimal solution. After obtaining the optimal solution (fc, Qi; i ∈
(1;N) stations) I tested the tradeo� between fc and Q (right column in Fig. 3.4). For

this purpose I run repeatedly the inversion for several �xed fc in the vicinity of its

optimal solution to search for the corresponding Q at individual stations. The resulting

dependence of Q-factors on the selected fc shows that Q is almost constant at most of

the stations (except for stations NKC and PLED; in this example). This shows that

the optimal fc is robust with respect to the applied correction for attenuation.

To verify the signi�cance of the possible tradeo� between �tted parameters fc and Q

I performed a jackknife test by omitting individual stations from the inversion (Fig. 3.5).

The results in Fig. 3.5a show that variations of fc for individual realizations stay within

the range of the standard deviation of the solution found from all stations and omitting

the problematic individual station does not decrease signi�cantly the SR. To test the

sensitivity of Q at individual stations to omission of other stations from the inversion

I plot in Fig. 3.5b the mean values of Q from all jackknife realizations. I found that

all, except for three stations, were performing well showing stable Q, independently on

inclusion of other stations into inversion. However, despite the three unstable stations,

the resulting corner frequency remains stable within the standard deviation found from

all stations (Fig. 3.5a). Note that the variation of fc is within 7 % of the mean value

found from all stations.

3.3.4 Joint inversion

For events from the 2008 swarm I performed a joint inversion of corner frequency fc
and quality factor Q over multiple events and all suitable stations. The source model

was assumed to be the same as in previous section, i.e. the same fc over all stations for

each particular event. Second constraint was related to the quality factor Q, i.e. the Q

was the same for each particular station. This constraint I could use because of similar

ray paths from the closely collocated events. The residual function is then de�ned as

SRjoint =
N∗M∑
i=1

|| log Ωmodel(fi)− log Ωdata(fi)||L1 = min (3.3)
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Figure 3.4: Example of inversion for single fc and station-dependent Q forML = 3.1 (a)
and ML = 1.7 (b) events from Fig. 3. Spectra (left) are corrected for attenuation with
Q corresponding to fc = 7.13 and fc = 14.42, respectively. (right) Testing of stability
of Q for changing fc in the range of ±20 per cent around the minimum of the mis�t
function (gray circles). The fc axis limits corresponds to the 5 per cent increase of
the mis�t function. These limits are plotted in left plots as dashed vertical lines. The
legend on the left relates to both plots.



34 CHAPTER 3. SOURCE PARAMETERS OF THE 2000 & 2008 SWARMS

Figure 3.5: (a) Test of stability of the �tted parameter fc in the inversion using the
jackknife test with omitting individual stations for event ML = 3.1 (ID: X2411A). The
�rst column named all is result of inversion including all suitable stations. Mean value
of this fc is marked by dashed horizontal purple line. The label on the horizontal axis
denotes results while omitting the particular station. (b) The mean values of Q at
stations over all realizations of jackknife test (green). The corresponding values of Q
resulting from using all events in this study are shown in gray.
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where N is the number of stations and M is the number of events; I searched for N

unknown Q andM unknown fc. The low-frequency spectral level was �xed to the same

values as in the previous absolute approach and therefore the seismic moment M0 was

not a�ected the inversion.

3.3.5 Results

Radiation pattern correction

Seismic moment at individual stations was obtained from (2.14) where ρ = 2700 kg/m3,

α =
√

3β =
√

3 3500
.
= 6062 m/s and Fsurf is assumed constant and equal to 2 because

of the subvertical incidence of the P waves (Horalek et al., 2002). The seismic moment

for each event is calculated as a mean of the logarithmic values from available stations.

The individual RP corrections <α applied to the 2000-swarm events were calculated

for the typical fault plane orientation (strike = 169°, dip = 80°, rake = -30°), which is al-

most the same for all events (Fischer & Horálek, 2005). For events from the 2008-swarm

I was able to apply the individual RP corrections <α obtained from focal mechanisms

of individual events. The comparison of application of the individual RP corrections <α
and the average RP corrections 〈<α〉 = 0.52 is shown in Fig. 3.6. The e�ectivity of the

individual RP corrections can be viewed as vertical redistribution of the gray dots along

the green values of M0. If application of the individual RP corrections was successful

the dots should gather along the mean M0 value and should be less scattered in the

vertical direction than before application of the RP correction <α (dots along the red

values of M0). Proximity of the mean and median values of M0 is a similar indication

of the successful RP correction. The scatter of M0 over all stations is often around one

order and the individual RP correction <α does not improve the scatter signi�cantly.

Therefore I analyzed contribution of the RP corrections toM0. From equation (2.14)

the RP correction <α ∈< −1; 1 > is applied in the denominator. Values of <α close to

zero are at stations which are close to nodal lines on the focal hemisphere (Fig. 3.7).

Application of <α at these stations introduces division by small number and will cause

higher scatter of M0 with respect to the mean M0 obtained by including the average

RP correction 〈<α〉. Thus I aimed to �nd the minimal <α above which the resultingM0

will show lower scatter than with 〈<α〉. For each event I sorted the stations with respect
to the absolute value of <α in ascending order and successively omitted stations with

the lowest <α. For each such set of stations I calculated the standard deviation of the

individually corrected seismic moment σ(MRP
0 ). As expected, σ(MRP

0 ) is decreasing

with omitting stations having low <α. Figure 3.8 shows ratio of σ(MRP
0 ) and σ(M0),

where M0 is obtained by involving the average correction〈<α〉. Values of RPmin where

the ratio is lower than 1.0 could be considered as suitable values of <α to be applied

individually. For some events inclusion of stations with even low values of <α = 0.2 leads

to decrease of the ratio, but in average, looking at the thick black line, the improvement

of M0 due to individual RP corrections is for stations with <α > 0.45, where the line

is below value 1. It is worth noting that limitation to stations with relatively high <α
values leads to decrease the number of stations and therefore M0 is worse conditioned.
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It follows from this analysis that inclusion of individual RP correction, included simply

as in (2.14), even for relatively precise focal mechanism and good focal sphere coverage

by stations, can lead to biased results. In the light of this �nding it is probably better

to include the average RP correction only.

Free surface correction

The free surface correction Fsurf in (2.14) is assumed constant and equal to 2.0 through-

out the study. This assumption is con�rmed by analysis of the 2008 swarm events using

the AMT method Vavry£uk (2011b) implemented in SEISMON which uses the raytrac-

ing approach for evaluation of the re�ection and transmission coe�cients in the used

velocity model and also including the RP correction coe�cient and the free surface

correction. From AMT the Fsurf is ranging between 1.9 and 2.0 over all stations and

events with the mean value of 1.94 and standard deviation 0.023. Hence, simpli�cation

of the free surface correction Fsurf to value 2.0 will not distort the results of M0 by

more than 5 %.

AMT approach

The AMT method (Vavry£uk, 2011b) is primarily designed to use the maximum of

the P-wave amplitudes as an input which allows to obtain the relative moment tensor

and the focal mechanism consequently. If I use Ω0 together with an information of the

P-wave polarity onset as an input, I will obtain directly the absolute moment tensor

and by application of the norm (2.12) also the scalar seismic moment M0. The AMT

method calculates rays and re�ection and transmission coe�cients according to the 1D

inhomogeneous velocity model (Málek et al., 2000). Therefore results from this method

should be the most accurate with respect to the raypath applicable corrections. Figure

3.9a shows comparison of M0 from the AMT approach and from absolute approach,

including the average or individual RP corrections. Despite the results from both abso-

lute approaches show distinct scatter from the 1:1 reference line, the di�erences of the

logarithms (Fig. 3.9b), which are comparable to magnitudes, are still within the 0.3

level, which is the uncertainty level of the local magnitude in WB and therefore I can say

that the seismic moments are similar from all the approaches. Inclusion of individual

RP corrections shows slightly higher di�erences, which again shows that inappropriate

RP correction can bias the results. The AMT method gives good results if su�cient

focal sphere coverage by stations is available. For this reason the AMT method could

be applied only to events from the 2008 earthquake swarm where enough stations were

deployed. Therefore the values of the absolute seismic moments with the average RP

correction were used in the following analysis, because these values are available also

for the 2000 earthquake swarm (this is di�erent to the results presented in Michálek &

Fischer, 2013). Numerical values of M0 are in Tab. 3.1.
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Event ID Mabs indivRP
0 Mabs avgRP

0 MAMT
0 RMSAMT nSta

X1153A 2.37e12 1.98e12 2.92e12 0.325 14

X1240A 1.76e12 1.69e12 1.70e12 0.318 11

X1266A 1.19e13 7.04e12 9.73e12 0.238 15

X1462A 1.51e12 1.21e12 1.31e12 0.576 16

X1466A 7.12e14 4.04e14 6.27e14 0.286 15

X1590C 1.93e14 1.31e14 1.85e14 0.244 11

X1590D 5.82e14 2.92e14 3.54e14 0.278 21

X1732A 1.78e13 8.57e12 1.08e13 0.324 18

X1893A 3.91e13 2.31e13 3.04e13 0.202 16

X1992A 2.36e13 8.90e12 1.50e13 0.554 16

X2002A 9.90e13 8.89e13 1.67e14 0.206 9

X2136A 8.07e13 4.66e13 6.59e13 0.245 18

X2144A 1.01e14 5.70e13 4.69e13 0.907 15

X2263A 1.65e13 7.77e12 9.26e12 0.622 14

X2411A 3.61e14 2.75e14 2.75e14 0.547 14

X2678A 3.17e13 2.34e13 4.05e13 0.584 10

X3143A 1.78e13 1.63e13 3.08e13 0.173 9

X3148A 1.24e13 1.02e13 1.01e13 0.712 18

X3169A 2.34e13 1.81e13 1.99e13 0.696 18

X3730A 5.04e13 2.56e13 2.08e13 0.821 14

X402A 1.13e13 7.99e12 1.09e13 0.197 16

X6694A 1.87e13 1.64e13 1.96e13 0.289 12

X840A 1.08e13 8.17e12 9.47e12 0.350 18

X874A 2.45e13 1.24e13 1.52e13 0.352 16

Table 3.1: Comparison of seismic moments from the absolute approach and from the
AMT approach (units of Nm). In the columnMabs indivRP

0 the individual RP corrections
were included whereas in columnMabs avgRP

0 the average RP corrections were used. The
column MAMT

0 and the following are related to results from the AMT approach.
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Figure 3.7: Focal mechanism for event X6694A (ML1.9) from 2008 swarm with stations
plotted on the lower hemisphere with denoted values of <α below each station code
(only at stations used for spectral analysis). Orientation of the fault plane: strike =
171°, dip = 77°, rake = -32°.

E�ects of source mechanisms and directivity to M0 and Q

In this study I neglected the e�ects of directivity of the source by using the model of a

point source. To test whether this simpli�cation is justi�ed I selected two di�erent focal

mechanisms from the 2008 swarm dataset (FM1 and FM3 following Vavry£uk et al.,

2013), each including up to 8 events. The directivity e�ect would be manifested by

change of Q at stations, which are close to nodal lines for one FM type and farther

away for another FM type. The result of this test is illustrated in Fig. 3.10. The mean

Q factors range between 100 - 450 and are quite stable for both groups of events with

standard deviation usually around 50. Besides, the Q factors obtained from the two

event groups are quite similar. If one omits the stations with small number of events

(less than 5) only HOPD and TRC show remarkable di�erence in Q-factors for the FM1

and FM3 groups. However, these two stations show almost the same position on the

focal sphere for both FM types, which suggests that the possible directivity does not

in�uence the station Q-factors and indirectly also the corner frequency. This simple test

shows that for the purpose of inversion for fc the directivity e�ects can be included in

the event dependent attenuation. Group FM1 includes stronger events than FM3 (Fig.

3.10c) and therefore the FM1 events were registered at more stations.
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Figure 3.8: E�ect of RP correction on seismic moment M0 evaluated for individual
events. Each colored line stands for one event. Each following point on the curve is
calculated for stations with omition of the previous lower RP correction coe�cient. The
thick black line is an average value of the standard deviation ratio calculated in bins
wide 0.1 of RP correction coe�cient and plotted in the middle of each bin.

Figure 3.9: (a) Comparison of seismic moments from the absolute approach and from
the AMT approach. The black line is 1:1 scale. (b) Histogram of di�erences in log scale
between the absolute and AMT approach.
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Figure 3.10: (a) Mean values and standard deviations of quality factors Q obtained
for (b) two groups of focal mechanisms FM1 and FM3 (notation as in Vavry£uk et al.,
2013), representative focal mechanisms are plotted for each group. The number above
the upper standard deviation limit in (a) is number of events from which the mean is
calculated. (c) Corner frequencies of events in each FM group.
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Corner frequency and source dimension

As a solution of the inversion I obtained for each event the corner frequency fc and N

values of Q (having the set of N stations for each event). Applying (2.7) to the corner

frequency fc I got an approximate source radius. By application of the same relation to

the error bounds of fc I obtained also some rough estimate of the error of the rupture

radius r. Overview of scaling of the rupture radius r with seismic moment M0 is in

Fig. 3.11. The resulting dependence of r on M0 is approximated by

r = 0.167M0.202
0 (3.4)

with the correlation coe�cient 0.78. The rupture radii range from 2 to 170 m and the

static stress drops between about 1 MPa and 130 MPa. The error bars in Fig. 3.11

are for the rupture radii and are calculated from the uncertainty err fc (in Tab. 3.2).

These error estimates are most probably underestimated but at least provide the same

relative measure of uncertainty for all events. A rather weak scaling of the source radius

with seismic moment in the form M0.20
0 is obtained, which points to the deviation from

the constant stress-drop model that would correspond to the scaling in the form M
1/3
0 .

This is also expressed by the increase of stress drop with seismic moment (Fig. 3.12).

The stress drop was evaluated using (2.17), �rstly by substituting f invc from inversion

and secondly by substituting fcobtained from J using (2.22). The regressions in Fig.

3.12 have form

∆σ(f invc ) = 4.63M0.495
0 (3.5)

∆σ(J) = 1.51M0.543
0 (3.6)

where the cross-correlation coe�cients are 0.70 and 0.74, respectively. The aim of

equations (3.5) and (3.6) is not to �nd the relation between ∆σ and M0 but to show

the similar trends for ∆σ(f invc ) and ∆σ(J). The approximate relation in the form

∆σ ∝ M0.50
0 indicates that events di�ering by two orders of seismic moment di�er by

one order in their stress drop. As shown in Fig. 3.13 the distribution of stress drops

along the fault plane shows the highest stress drops in the central part of the fault patch

which could be related to asperities.

Assuming the constant stress-drop model, the slip D̄ along the fault plane should

scale to the source radius as M
1/3
0 , which is found by comparing equation (2.17) and

the de�nition of the seismic moment (2.9). The weak increase of the source radius r

with M0 found in the data should be thus compensated by a stronger scaling of slip

D̄ with M0. This is documented in Fig. 3.14 where the slip D̄ is calculated from the

seismic moment and the source radius. Linear regression in the logarithmic scale gives

(assuming a constant rigidity µ = ρβ2 = 33.1 GPa) relation

log D̄ = 0.596 logM0 − 9.462 (3.7)

which shows scaling D̄ ∝ M0.596
0 with much higher exponent than 0.33 expected for a
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Figure 3.11: Dependence of the corner frequencies (right axis) and the rupture radii
(left axis) on seismic moment obtained by spectra inversion method. The error bars
are for rupture radii and are derived from the 5 % uncertainty of the fc (�atness of the
residual function). Blue circles are events from the 2000 swarm and red circles events
from the 2008 swarm. The gray dashed line is regression between r and M0 for all the
events together. The upper magnitude axis is scaled according to relation found from
regression of ML and M0 (Eq. (4.1)).

constant stress drop model. The resulting seismic slip ranges from 1 mm to 30 cm for

seismic moments between 1.5e11 and 4e14 Nm.
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Figure 3.12: The dependence of the stress drop on the seismic moment.

Figure 3.13: Distribution of stress drop along the fault plane. Events with stress drop
higher than 100 MPa are highlighted by green star. Size of the circles corresponds to
seismic moment (similar to Fig. 3.2).
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Figure 3.14: Slip D̄ as a function of seismic moment assuming µ= 33.1 GPa.
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The uncertainty of fc was estimated as an interval where the residual function

increases by 5 % (gray circles in Fig. 3.4). For most events the error does not exceed 1

Hz for the low corner frequencies and 3 Hz for the high corner frequencies (Tab. 3.2).

The err fc values in Tab. 3.2 are calculated as the half from the di�erence of the upper

and lower uncertainty limits of fc. The err∆σ is calculated from (2.7) and (2.17) using

the fc + err fc as the corner frequency input. 1

Finally I compared corner frequencies obtained by spectra inversion with those de-

termined by the method of Snoke (1987); Eq. (2.22). Figure 3.15 shows the corner

frequencies using two approaches: �rst the attenuation is neglected (black crosses) and

second the attenuation is corrected for (red circles) by using the Q-factor obtained from

inversion. Snoke's corner frequency fc(J) is calculated as a mean value for each event

over all available stations. In the ideal case the relation between fc(inv) and fc(J)

should be 1:1. The linear regression has form

fc(J) = 0.967 fc(inv) + 2.317 (3.8)

with correlation coe�cient 0.986. The 95 % con�dence interval is shaded by light red.

There is a systematic shift (+ 2.317) of fc(J) which can be caused by overestimating

the high frequency correction term while evaluating the J integral after the attenuation

correction. If the correction for attenuation is not applied the Snoke's method fails.

It is found that if the spectra are corrected for attenuation the Snoke's method gives

very similar corner frequencies as the spectra inversion method. Therefore if we know

the correct Q factors the corner frequency could be calculated directly from the cor-

rected data without the inversion process. In the following analysis I used the corner

frequencies determined by the spectra inversion.

Joint inversion

Stability of the joint inversion was tested by omitting the individual stations. Jackknife

test is shown in Fig. 3.16b, where the relative change of the minimum of the residual

function (3.3) is compared to the minimum of SRjoint for all stations. Increased value

means that the speci�c station is somehow important for the stability (BUBD, NKC,

POLD, STC, TRC).

I also tested stability of the solution by changing the initial values. As long as

I was selecting the initial values from the appropriate intervals (fc ∈ 〈5; 30〉; Q ∈
〈100; 300〉) the �nal solutions converge to similar values within the range of approx.

15 % di�erence. The di�erence between the solutions is probably due to relatively �at

SRjoint function which can be slightly oscillating around its minimum. This inversion

is an overdetermined problem whose solution may not be unique.

Results of Q in Fig. 3.16a are plotted for two approaches. First as results of the

joint inversion over all stations (blue crosses) and second as the mean values (red error

bars) while omitting the single stations (individual solutions by gray dots). The value

1The err fc column in Michálek & Fischer (2013) is calculated by di�erent approach and the errors
are underestimated.
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Figure 3.15: Comparison of two approaches for obtaining fc� the inversion method and
the Snoke's method (vertical axis). The linear regression is shown by red line and the
95 per cent con�dence interval is shaded in light red.

of the particular Q where the station is omitted is replaced by solution of Q obtained for

all the stations. Therefore the means Q̄jointJack and and their standard deviations σQjointJack

should be the taken as the representative values of Q (Tab. 3.3) because in these values

the station-dependent uncertainties are averaged..

Corner frequencies obtained from the joint inversion are in Fig. 3.17, including the

Jackknife test. For half of the events the solution is stable, i.e. the corner frequency

from inversion of all stations fPc (all) does not di�er very much from the mean corner

frequency obtained from the Jackknife test f̄Pc (Jack) and with small standard deviation

σfPc (Jack) (e.g. X1153A, X1590D, X2002A). In the second half of events we can see

two groups. The �rst group has small σfPc (Jack) but the solution of fPc (all) di�er

signi�cantly from f̄Pc (Jack); e.g. events X1462A or X1732A. This was probably caused

by inclusion of some stations whose Q-factor was unstable (e.g. POLD or ZHC). Omit-

ting of these stations leads to stable solution. The second group has high σfPc (Jack)

and solution for these events is probably badly conditioned generally but the number

of stations does not correlate with unambiguity of the solution. Comparison of corner

frequencies obtained by di�erent absolute methods is given in Tab. 3.7. Whereas for

Q-factor the joint inversion led to stabilization, for corner frequencies it had an opposite

e�ect. Corner frequencies from the joint inversion show higher scatter than corner fre-

quencies fPc from inversion of the individual events. Interesting result is, that fPc from

individual inversion and f̄Pc (Jack) have almost the same values where σfPc (Jack) < 4

Hz. The only exception is event X1590C, whose fPc is unrealistic low.
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Station Q̄indiv err Qindiv NumEv Q̄jointJack σQjointJack Qjoint

BUBD 288 68 23 237 17 212
HOPD 380 119 19 221 19 211
HRED 167 74 22 136 14 129
KAC 224 119 15 145 21 120
KOC 295 97 51 214 21 191
KOPD 144 75 18 117 51 87
KRC 230 109 57 162 12 150
KVC 168 101 16 144 88 92
LAC 254 76 26 206 13 210
LBC 305 463 46 120 12 105
LOUD 210 79 24 153 12 147
NKC 254 140 14 212 125 137
PLED 242 206 20 184 66 131
POC 227 76 15 162 10 156
POLD 569 169 4 401 131 355
SNED 155 53 22 185 169 117
STC 208 102 38 129 14 112
TRC 408 220 16 247 19 233
VAC 173 77 48 123 117 97
ZHC 398 17 3 348 104 425

Table 3.3: The quality factor Q for individual stations obtained by di�erent absolute
approaches applied to P waves. First two columns are related to the inversion of indi-
vidual events (upper index indiv) calculated as a mean value for all available events and
the standard deviation, respectively. In the third column is number of events analyzed
at each particular station. The last three columns are results from the absolute joint
inversion (upper index joint). Results with lower index Jack are obtained by jackkni�ng
individual stations.

Figure 3.16: Results of Q from the absolute joint inversion and its deviations obtained
by Jackknife test (a) and distribution of relative SR for omissions of individual stations.
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Figure 3.18: Comparison of corner frequencies obtained from analysis of P waves and
S waves and their ratio.

3.4 Application of the absolute methods to S waves

Most of the studies analyzing the source parameters of earthquakes are using primarily

S waves because their radiation pattern has less nodal directions and are more energetic

than P waves2 and therefore have su�cient signal-to-noise ratio even at more and distant

stations. In my case when analyzing data of local earthquakes from the West Bohemia

region I was able to apply the analysis also to P waves because the network is close to

the hypocenters and coverage of the focal sphere is good (Fig. 3.7). To test reliability

of results obtained from P waves I applied the same analysis to S waves. The time

window was broadened from 0.5 sec (used for P waves) to 1.5 sec to cover the most

of the S-wave energy. Onset of the S wave was aligned to the �rst third of the time

window, i.e. 0.5 sec.

Because of the near-vertical incidence angles of the rays at stations the conversion

coe�cient F surfSH is always 2.0 and for F surfSV is ∼ 2.0 (Cerveny, 2005; Fig. 5.11),

which is similar to the P-wave conversion coe�cient of ∼ 2.0. Therefore I used the

mean spectrum of S waves from both horizontal components instead of rotation of the

components into the SH and SV. All other parameters and initial conditions for the

inversion were the same as for the P-wave analysis.

3.4.1 Results

Source parameters of 24 events using the S waves from the 2008 swarm were analyzed;

results are shown in Fig. 3.18.

2For Poisson solid is ES/EP ∼ 20
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Figure 3.19: Comparison of seismic moments MP
0 and MS

0

According to the theoretical study of earthquake source by Madariaga (1976) the

ratio of corner frequencies fαc /f
β
c should be around 1.5 for the instantaneous circular

crack (for directions at angles greater than 30° measured from the fault plane). The

narrower P pulse is related to more high-frequency content than in the S pulse. This

could be explained by the fact that, in the case of �nite source, the P pulse arrivals

from the closest and farthest points on the rupture edges will be less separated in time

due to the higher velocity of P waves (Madariaga, 1976). In this study I found that

fαc /f
β
c is most often between 1.0 and 1.5. For two small events the ratio is greater than

2 which is due to low values of fβc . The high-ratio values for the small events could be

also an e�ect of the higher uncertainty of fc.

The majority of the observational studies support generally that fαc >fβc (Aki &

Richards, 2002). According to Furuya (1969) the di�erence for microearthquakes can

be explained by di�erent attenuation of P and S waves, i.e. QP > QS . He also pointed

out that the simple propagating fault model cannot explain such observations.

As Q is a secondary output parameter of the inversion it is worthwhile to compare

results of Q from both wave types. The comparison was made at each station separately

and shown in Fig. 3.21. While QP is quite stable over all stations, QS at some stations

(namely BUBD, HOPD, KOPD, LOUD, POLD and SNED) shows very high and un-
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Figure 3.20: Ratio of seismic moments MP
0 and MS

0

stable values. On the other hand for most of the stations the QS is stable and median of

QS/QP ratios is 1.32. It is commonly assumed that this ratio of quality factors is well

approximated by QS/QP = 4/3(β/α)2 = (4/9) = 0.4 (Burdick, 1978), for α/β =
√

3.

Results similar to ours were obtained by Kwiatek et al. (2011) from analysis of very

weak events in the deep mines in South Africa (QS/QP = 1.4) and also by Bennington

et al. (2008) around the SAFOD site. Bethmann et al. (2012) observed QS ∼ QP while

analyzing attenuation underneath the city Basel in Switzerland. Hauksson & Shearer

(2006) suggest that QS/QP > 1 (in the southern California crust) can be caused by

partially �uid-saturated rocks (based on laboratory study of Toksöz et al., 1979). I

am aware that our Q-factors are results of the average attenuation along the whole ray

path and can not be interpreted with the direct connection to the rock properties in

hypocentral depths even though the role of �uids as triggering and driving forces is a

frequently discussed topic in the WB region. On the other hand from comparison of

results of corner frequencies from P and S waves one would expect opposite ratio of

quality factors, i.e. QS/QP < 1.

Comparison of seismic moments obtained from P wave and S wave analysis (Fig.

3.19 and Fig. 3.20) gives an interesting �nding that MP
0 is in average 1.51±0.27 times

greater than MS
0 . This could be explained by a) higher attenuation of S waves, b)

increased ratio of velocities in the source region compared to α/β = 1.73, which is used

in this study. The former possibility a) is not consistent with results of the inversion

where I observed opposite ratio of QS/QP . One should keep in mind that Q in this

study is determined as a secondary parameter and is mainly a�ected by the pulse width,

not by the decay of amplitudes which are related to M0. Therefore Q can not a�ect

values of M0 in my case. The possibility b) would imply increased α/β ratio in the

source volume; in particular the ratio MP
0 /M

S
0 = 1.51 would need α/β = 1.9 which is

unrealistically high.
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Individual inversion Joint inversion

Event ID ML fPc err fPc fSc err fSc f̄Pc (Jack) σfPc (Jack) fPc (all) NumSta

X1466A 3.3 9.4 0.8 8.3 0.7 19.6 18.7 27.5 15

X1590D 3.3 9.1 0.7 10.9 1.1 8.5 0.5 9.6 21

X2411A 3.0 7.4 0.4 6.5 0.5 10.7 16.3 8.0 14

X2002A 2.6 8.7 0.7 8.1 0.6 10.5 0.8 10.4 8

X2144A 2.5 9.9 0.8 9.4 0.7 15.1 20.0 13.9 14

X1590C 2.4 6.5 0.5 4.9 0.3 12.9 1.9 13.8 11

X1893A 2.2 13.7 1.0 10.3 1.0 27.5 8.0 34.2 16

X2136A 2.2 8.1 0.6 5.1 0.3 8.4 0.6 8.5 18

X2678A 2.2 14.7 0.9 11.6 0.9 36.3 10.2 59.3 10

X3730A 2.1 15.6 1.7 12.0 1.0 17.5 10.4 15.9 14

X6694A 1.9 15.4 1.5 14.2 1.1 15.0 1.7 15.7 12

X874A 1.9 14.0 1.1 10.3 0.8 14.9 2.4 17.7 16

X1266A 1.8 13.8 1.1 10.9 0.9 16.4 11.4 15.1 15

X1732A 1.8 15.0 1.2 9.7 0.9 16.1 1.9 21.2 18

X2263A 1.8 18.2 1.6 16.2 1.3 20.7 6.3 20.6 14

X3143A 1.8 13.6 1.0 12.2 0.9 25.5 7.3 22.1 9

X3148A 1.8 17.1 1.5 13.1 1.2 30.9 9.2 37.5 18

X840A 1.8 21.7 1.9 14.6 1.6 32.9 6.4 40.4 18

X1992A 1.7 18.0 1.6 12.4 0.9 19.3 2.4 19.1 16

X3169A 1.7 13.2 1.1 15.5 1.2 12.6 1.0 13.1 18

X402A 1.7 14.5 1.0 13.0 1.2 34.2 12.1 53.3 16

X1153A 1.3 20.5 1.8 12.4 1.0 18.5 2.5 19.7 14

X1240A 1.1 24.4 2.2 10.7 0.6 25.5 3.9 28.1 11

X1462A 1.0 20.4 2.0 8.6 0.8 21.2 2.7 27.6 16

Table 3.4: Comparison of corner frequencies from the absolute methods � inversion of
individual events and joint inversion of all events together. The columns f̄Pc (Jack)
and σfPc (Jack) were determined as a mean and standard deviation respectively, while
jackkni�ng individual stations. Column fPc (all) is result obtained from inversion of all
stations together.
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3.5 Application of the relative methods to P waves

The swarm-like activity in the WB region is an ideal case for study, because the activity

is highly concentrated in small area with groups of typical focal mechanisms (Horalek

et al., 2002; Fischer & Horálek, 2003; Fischer & Michálek, 2008). The selection of events

for application of the relative method was created by intersection of the event groups

in clusters found by cross-correlation analysis (Fischer & Michálek, 2008) and here

analyzed 2008-swarm events. The selection of 6 events is in Tab. 3.5. The requirement

of the same set of stations for each event resulted in 9 stations (station LAC was found

not suitable for its low signal-to-noise ratio). All events have similar focal mechanisms

(the mean values and standard deviation are respectively: strike = 154.8°±7.2°; dip =

63.0°±2.1°; rake = -19.5°±2.5°.

3.5.1 Inversion process

To avoid numerical instabilities due to possible high-frequency oscillations of the spectra

and consequently due to division by inappropriate values in the EGF method, the

spectra were resampled to 12 points per decade to be evenly spaced in the log scale of

frequency. The original sampling of frequency was [1:1:125] Hz. Values of the spectra

at each frequency point were geometrically averaged in the appropriate frequency bins

that were broadening with increasing frequency. Nevertheless, it was found that thanks

to the smooth MTT spectral estimate the averaging in frequency bins does not in�uence

the inversion results notably but decrease the minimum of the residual function and also

makes the residual function narrower around its minimum.

Another instability could arise from division by a low value. But here I would like

to note that even though the spectral amplitudes are low in the absolute sense they

have comparable values which di�er usually by one order but mostly about two orders.

Therefore such numerical instability should not occur in this case.

The ratio of the low frequency plateau Ω0r in (2.32) is generally used as a free

parameter in the inversion but because the low frequency parts of spectra are nearly

�at I �xed Ω0r to ratio of the mean spectral amplitudes from the 1-3 Hz frequency range

during the inversion which decreased the number of �tted parameters.

3.5.2 Individual pairs of events

I applied both approaches mentioned in section 2.5.1, always using the strongest event as

a mainshock and all weaker events as the EGF. Normalized displacement seismograms

of 6 events at 10 stations are shown in Fig. 3.22.

First, I investigated each pair of events individually using the approach (a), i.e.

inverting one fc1 and one fc2. Results are given in Tab. 3.5. Two events X3730A and

X874A deconvolved from the mainshock give reasonable values of fc1 and also event

X840A has an acceptable value of fc1. Corner frequencies fc2 for these events are also

comparable to the corresponding fabsc values and fc1 is comparable to fabsc of the X1590D

event obtained from the absolute approach. Example for the most stable solution of
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Event ID ML fsinglec1 err fsinglec1 fsinglec2 err fsinglec2 SRsingleEGF fabsc

X1590D 3.3 � � � � � 9.1

X3730A 2.1 10.9 8.3-14.2 19.1 13-27 131 15.6

X874A 1.9 8.4 3-21 11.2 1- 1609 14.0

X1266A 1.8 38.6 22-90 92.1 50- 3000 13.8

X1732A 1.8 27.5 21-37 82.4 50- 879 15.0

X840A 1.8 15.1 11.5-19.5 28.4 20-42 1545 21.7

Table 3.5: Results of the EGF inversion using the single event pairs. There are results
from the absolute approach for comparison in the last column.

Event ID i ML f jointEGFci err f jointEGFci fabsci fabsc /f jointEGFci

X1590D 1 3.3 13.4 9.5-19.5 9.1 0.68

X3730A 2 2.1 24.8 16-40 15.6 0.63

X874A 2 1.9 18.7 13-28 14.0 0.75

X840A 2 1.8 24.3 15.8-40 21.7 0.88

Table 3.6: Results of joint inversion of corner frequencies of three EGF events and their
relation to results of corner frequencies from the absolute approach (SREGF = 1120).

event pair X1590D/X3730A is shown in Fig. 3.23. For the other two events X1266A

and X1732A the both corner frequencies fc1 and fc2 are out of the acceptable limits.

Such unrealistic solution probably comes from the unstable spectra of the weaker event

(mainly at the high frequencies) which was transferred to the spectral ratio (compare

to Fig. 3.24). Therefore using the smallest event as the EGF does not always lead to

the best solution. Uncertainty of the corner frequency fc1 was determined by similar

approach as in the absolute method, i.e. the fc1 is �xed and varied in discrete steps

around the optimal solution and increase of the normalized residual function by 5 % is

taken as the reliable interval (see e.g. Fig. 3.23). The lower and upper limits of the

interval shows also the corresponding values for fc2.

3.5.3 Joint inversion of more event pairs

The second approach I applied was the spectral ratio method for combination of data

from more events simultaneously and searching for one fc1 and N values of fc2. This

approach should lead to more stable solution of fc1 of the mainshock X1590D. I selected

only events whose individual EGF inversion results were stable, i.e. events X3730A,

X874A and X840A. Results of the joint inversion are given in Tab. 3.6 and shown in

Fig. 3.25. As the results of the joint EGF method should be better constrained then

the single event pairs EGF inversion I will discuss only the results of the joint inversion

hereafter. Comparison with the results of the absolute approach the fc obtained by

EGF inversion show higher values by about 12 � 37 %.

3.5.4 Average EGF

The average EGF spectrum was created from events X3730A, X840A and X874A, whose

magnitude di�erences are within the 0.3 bin level. Results of inversion for the X1590D

event as a main event and comparison of corner frequencies of this event obtained by the
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Figure 3.23: EGF inversion of 1590D/X3730A event pair. (a) Uncertainty of the corner
frequency while ranging fc1 around its optimum value (vertical magenta line) is deter-
mined as intersection of the residual function with 1.05 SR level. Behavior of fc2 during
individual inversions with �xed fc1 is plotted by solid dark curve. Spectral ratios (b)
at all stations resampled to log scale in frequency are by solid lines. The best �tted
source model at each station is plotted by dashed gray curve. The vertical dashed lines
are corner frequencies (fc1 red; fc2 black) of the models.

Figure 3.24: EGF inversion of 1590D/X1266A event pair. For description of plots see
caption in Fig. 3.23.
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Figure 3.25: Results of joint inversion of corner frequency of event X1590D using three
events as EGFs. (a) Uncertainty of corner frequencies while ranging fc1 around its
optimum value (vertical magenta line) and values of fc2 of the corresponding events.
Average spectral ratios (b) of all event pairs are calculated as a mean from all stations.
Solid line is full ratio curve, the dashed line of the same color is the �tted curve by
the model and is resampled to log scale in frequency. The best �tted source models
are plotted by dashed gray curves. The vertical dashed lines are appropriate corner
frequencies of the models.

Approach Absolute Relative (EGF)

Inversion method Individual Joint (jack) Joint Pairs - individ. Pairs - joint Average

Phase analyzed P S P P P (X3730A) P P

fc 9.1 10.9 8.5 9.6 10.9 13.4 12.6

err fc 0.7 1.1 0.5 � 3.0 5.0 3.5

Table 3.7: Comparison of fc and its uncertainty of the average EGF approach (last
column; SR=131) and the other approaches for the X1590D event.

other methods are in Tab. 3.7 and shown in Fig. 3.26. One can see that errors of the

relative methods have generally higher uncertainties even though the relative methods

should provide more precise results than the absolute methods. This discrepancy comes

not from the physics but from the character of the �tted data because the spectral ratios

are less stable, especially in the high frequencies, than the spectra itself in the absolute

sense.
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Figure 3.26: Results of the average EGF approach. (a) Uncertainty of corner frequencies
while ranging fc1 around its optimum value (vertical magenta line) and values of fc2 of
the average EGF event (blue line). (b) Spectral ratio of X1590D and the average EGF
event. The dashed line was �tted by the model. The vertical lines correspond to fc1
and fc2.
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Chapter 4

Discussion

4.1 Seismic moment

Seismic moment should be one of the best conditioned source parameters. This is true

in the ideal case having homogeneously covered focal sphere by stations. As analyzed

in section 3.3.5, inclusion of even relatively well known and precise RP corrections can

distort the results heavily especially if only few stations are available and, in the worst

case, close to the nodal lines. The RP corrections applied at individual stations can

increase the uncertainty of the seismic moment, due to division by small RP value for

stations close to the nodal lines. In case of badly covered network it is therefore better

to apply the average RP correction coe�cient 〈<c〉.
In case of well covered focal sphere it is possible to use the advanced AMT method

(Vavry£uk, 2011b) which is implemented in the SEISMON processing package, as well

as the absolute inversion method. The AMT allows to include the maximum of available

corrections rising from the velocity model. But as is shown in section 3.5 all the estimates

of the seismic moment are still within the typical 0.3 error of magnitude ML. If the event

is poorly covered by stations (e.g. weak event) and the AMT method is not suitable,

the seismic moment is well determined even by the standard absolute method applied

to the P waves because the signal-to-noise ratio is naturally higher at stations projected

outside the nodal lines and therefore usually only these stations possible to process.

4.2 Corner frequency

To obtain the correct fc for the selected model of the source the true quality factor

Q must be known. As I inverted for fc and Q simultaneously there was a trade o�

between these two parameters. The absolute joint inversion over more events is better

constrained than a single event inversion and the trade o� is reduced. If the standard

deviation of the joint inversion solution is low than also the absolute inversion gives

very similar results and this can be assumed as an indicator of the stable solution (see

Tab. 3.4).

If I consider the EGF results more realistic because of the e�ective elimination of

the path and attenuation e�ects, it is surprising for me that f jointEGFc are in average
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lower than the fabsc by a factor of 0.7 (Tab. 3.6), which leads me to a surmise that

the quality factors Q from the absolute approach are still probably underestimated and

should be even higher to get the same corner frequencies fabsc . But the EGF method

su�er from a much higher uncertainty due to numerical instability and also due to a

more �at residual function near its minimum. Therefore the EGF results do not need

to be more reliable.

It is of interest to note that the EGF results are more stable for events similar in

magnitudes even though the weaker event can not be approximated by the e�ective δ(t)

function (according to results in Tab. 3.5, event pair X1590D/X3730A has the lowest

SR value while having the lowest di�erence in magnitudes). The higher values of SR

are caused very likely by unstable spectra of the weak events, especially for the mid-

and high-frequency range. Therefore the spectral ratio method can fail for very weak

EGF events. Another possible correction of the oscillating spectra could be achieved by

stacking of spectra of the weak events as proposed by Shearer et al. (2006). But even

this method does not provide signi�cantly lower err fc (Tab. 3.7).

4.3 Scaling relations - stress drop

The dependence of the source radius on seismic moment (Fig. 3.11) shows a smaller

increase than would be expected for the constant stress-drop model. With respect to the

scatter of the resolved fc and M0 events di�ering by one order of seismic moment show

the same source size. Another measure of similarity of the physical processes governing

earthquakes of di�erent size is the apparent stress ∆σa; eq. (2.18). The radiated energy

Eα; eq. (2.19) is calculated at each station separately and for the analysis I use the

mean of Eα in the logarithmic scale (i.e. geometric mean). The apparent stress gives

the fraction of the total energy radiated by seismic waves and typical values range from

0.01 MPa to 10 MPa (e.g. Kwiatek et al., 2011). In Fig. 4.1 is shown the apparent

stress of my dataset ranging over 3 orders from 0.3 kPa to 0.4 MPa. As the apparent

stress increases with the seismic moment I could deduce that the small earthquakes are

less e�cient in radiating the energy than the bigger ones, what supports the non-self-

similarity (e.g. Aki, 1967; Kanamori & Anderson, 1975; Mayeda et al., 2005). Provided

that the seismic moment is well determined the values of the apparent stress could be

underestimated due to the possible underestimation of the radiated energy Eα via J ;

eq. (2.21). Although I applied the correction terms for bandwidth limitation of the

records the corrections might be still insu�cient because one should integrate up to the

10th multiple of the corner frequency to incorporate 90 % of the seismic energy (Ide

& Beroza, 2001). The upper limit in our seismograms (either fmax or the instrument

limitations) is around 80-100 Hz, which indicates that for smaller events (fc > 10 Hz;

∼ M0 < 1e13 Nm) the radiated seismic energy is proportionally underestimated. On

the other hand the corner frequencies obtained from J are similar to those obtained by

spectra inversion, which points to insigni�cant error in determining J . The relation of

seismic moment to local magnitude (Fig. 4.2)
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Figure 4.1: The dependence of the apparent stress ∆σa on the seismic moment M0 (for
P waves).

logM0 = 1.37 ML + 10.4 (4.1)

was obtained from the regression of the seismic moment M0 in log scale and the local

magnitude ML (the correlation coe�cient was 0.92). The obtained scaling factor of 1.37

is signi�cantly smaller than 1.5 present in de�nition of the moment magnitude Mw that

was derived for a constant stress drop (Kanamori, 1977), which gives an independent

indication of the non-self-similarity of the analyzed swarm earthquakes. In Fig. 4.2 an

empirical relation logM0 = 1.05 ML − 11.3 obtained by Hainzl & Fischer (2002) from

analysis of catalogue of the 2000 swarm in WB is also shown. The scaling factor 1.05 is

even lower than received in this study but is similar to relation of Grosser et al. (1986);

eq. (4.3).

With respect to ambiguous results from the relative and absolute approach it is

highly disputable if it make sense to speak about estimates of the source parameters

derived from the corner frequency, namely the stress drop ∆σ whose dependence on

fc is with third power (increase of fc by 20 % leads to a doubling of the stress drop).

In addition, the stress drop does not depend on fc and M0 only, but also on other

parameters like the rupture velocity, which is assumed constant in this study. Therefore

the stress drop values should be assumed valid in terms of orders only. However, the

values of ∆σ are still high.
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Figure 4.2: Linear regression between the local magnitude ML and the seismic moment
M0 in log scale. The 95 % con�dence interval is bounded by solid red lines. The relation
for moment magnitude Mw = 2/3 logM0−6.03 (Hanks & Kanamori, 1979) is plotted by
solid black line. Similar empirical relation for the local magnitude obtained by (Hainzl
& Fischer, 2002) is plotted by the dashed black line.
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4.4 Attenuation

The anelastic attenuation has signi�cant e�ect to widening the pulses and decreasing

the corner frequencies. This is corrected by the frequency dependent exponential term

in equation (2.14) for which the knowledge of the Q-factor is essential. Because there

is no independent estimate of the quality factor for the area of interest an event- and

station-dependent Q was determined as a part of the inversion for fc. The correction

for the Q-factor accounts also for the near-surface attenuation that is expressed by a

sharp decrease of the spectral amplitudes above fmax (Hanks, 1982). I did observe this

type of decay in the spectra at some stations at frequencies above 60 Hz, which however

does not overlap with the resulting corner frequencies ranging from 6 to 40 Hz. I thus

infer that by limiting the analysis to the ML > 0.8 events the near-surface attenuation

does not a�ect the resolved corner frequencies. This is also manifested in Fig. 3.11 by

the same scaling of fc with M0 for small and large events with no trend to leveling-o�

of fc at small seismic moments.

Analyses of attenuation from other regions like Basel (Bethmann et al., 2012), Cajon

Pass or Park�eld (Abercrombie, 1998) suggest very low Q-factors in the upper parts

and at surface. Typical reported Q-values in these studies (either for P or S waves)

are between 30 and 50 in the �rst hundreds of meters and are increasing with depth

(Q ∼ 1000 in Cajon Pass at 2.5 km; Q ∼ 85 in Basel at 1.2 km and lower). Abercrombie

(1998) suggests that the primary cause of severe near-surface attenuation is the opening

of fractures with decreasing lithostatic pressure and that neglecting this attenuation

can be one of the reasons for the proposed break- down in earthquake scaling at small

magnitudes. Bethmann et al. (2012) also observed that Q increases with depth, but with

values around 30 � 50 between 500 and 2700 m, which is low even for the consolidated

Permian and Mesozoic sediments. Although the values of Q presented in this study are

relatively high (with respect to usage of surface observations), one should keep in mind

that our stations are hard-rock-based compared to the sedimentary-based stations in

studies mentioned previously.

High values of Q were observed by Frankel (1982) in northeastern Caribbean where

the average QP = 380 was obtained from 3 stations at epicentral distances 40-200 km.

Godano et al. (2013) used even higher Q = 800 when they analyzed seismic source

parameters of the swarm earthquakes in the Sampeyre region (Western Alps, Italy).

4.5 Comparison with results in other studies

4.5.1 West Bohemia/Vogtland region

The very �rst source parameters from the West Bohemia/Vogtland region were pre-

sented during the workshop in Mariánské Lázn¥ (Czech Republic) just one year after

the prominent 1985/86 earthquake swarm. There were presented three contributions

regarding the source parameters estimation by Antonini (1986), Ple²inger et al. (1986)

and Grosser et al. (1986). The results are summarized in Tab. (4.1). Ple²inger et al.
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Authors Source radius [m] M0 [Nm] ∆σ [MPa] ML Num Sta Num Ev

Antonini (1986) 100 � 700 2e11 � 4e14 0.02 � 3 2.0 � 4.8 3 ∼10
Ple²inger et al. (1986) 130 � 650 � � 0.7 � 4.2 3 ∼ 42

Grosser et al. (1986) 80 � 600 5e11 � 3e14 0.1 � 1 1.4 � 4.1 1 24

Table 4.1: Source parameters of the 1985/86 earthquake swarm

(1986) observed almost identical P and S wave corner frequencies: 2 � 3 Hz (ML3.9),

4 � 5 Hz, (ML2.7), about 10 Hz (ML1.9) and 20 � 30 Hz (ML< 1). Similarly Grosser

et al. (1986) observed fPc /f
S
c < 1.5, which is lower than expected theoretical value

(Madariaga, 1976). Grosser et al. (1986) observed MP
0 /M

S
0 ∼ 1.5, which is similar to

results of this study. The relations between M0 and ML obtained either by Antonini

(1986)

logM0 = 1.21 ML + 16.6 (4.2)

or by Grosser et al. (1986)

logM0 = 1.01 ML + 10.42 (4.3)

show even lower scaling than in this study and therefore further away from the con-

stant stress drop assumption. The systematically lower corner frequencies obtained by

Ple²inger et al. (1986) could be caused by omission of the attenuation correction.

4.5.2 Worldwide

Comparison of relations between the corner frequency fc and the seismic moment M0,

obtained by the absolute approach from P waves is given in Fig. 4.3. Here I would like

to mention that M0 and fc are almost independent on the selected model of the source

(only fc is conditioned by the selected high-frequency fall o�). Using the axis scaling

as used in Fig. 4.3 the stress drop from this study seems to be almost constant over the

whole dataset, just having higher values. It is worth noting that even though some of

the results show decrease of the stress drop with the decreasing seismic moment (e.g.

Urbancic & Young, 1993; Ide et al., 2003) the overall trend across all studies points

to self-similarity of the earthquakes. It is still question whether the leveling-o� of fc
with decreasing M0 has a physical reason or it is just an artifact of the limited data

or approach (limited bandwidth, attenuation, simpli�ed model of the source). Keeping

in mind the uncertainties of fc and of ∆σ consequently only the trends are worthy of

comparison.

The second, and probably the main, criterion for the earthquake self-similarity as-

sessment is the e�ectivity of the radiated energy � the apparent stress ∆σa. Figure

4.4 shows comparison of the apparent stress with results in other studies. The obvious

decrease of ∆σa with decreasing M0 is observed almost in all studies. It is interesting

that this trend occurs almost in each separate study but as a whole ∆σa seems to be

within a band of "constant" values. Again, it is a question whether the weaker events

really radiate less energy or if it is a consequence of a hidden artifact.
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Figure 4.3: Comparison of fc and M0 obtained from analysis of P waves (red circles)
with other results (adopted from Kwiatek et al., 2011).

Figure 4.4: Comparison of scaled energy with other studies (adopted from Ide & Beroza,
2001).
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Chapter 5

Conclusions

I studied source parameters of the West Bohemia/Vogtland earthquake swarms 2000 and

2008 in the frequency domain and analyzed 56 events in the magnitude range ML from

0.8 to 3.3 that were evenly distributed along the fault plane. Direct P waves and S waves

from 3 to 21 stations at epicentral distances from 0 to 30 km were used. I applied the

absolute and relative approach to invert for source parameters. The absolute approach

allowed to retrieve the seismic moment M0 and corner frequency fc and was applied to

P waves (inversion of individual events and the joint inversion of all events together)

and to S waves (inversion of individual events only). The relative approach was applied

with aim to obtain more precise corner frequency by separation of the source from the

material-dependent attenuation. The inversion of S waves, the joint inversion and the

relative approach was applied to a subset of 24 events only from the 2008 earthquake

swarm because of much better focal sphere coverage by stations than in 2000. From the

absolute approach I obtained the quality factor Q as a byproduct. In all approaches the

same Brune's circular model of the source with ω−2 high-frequency fallo� was used with

assumptions of a quasidynamic behavior after Madariaga (1976). The main conclusions

can be summarized as follows:

� The corner frequencies of the ML 0.8�3.3 events range from 6 to 40 Hz, which

corresponds to the rupture radii in the range 28 to 150 m for seismic moments

from 1.5e11 to 4e14 Nm.

� To verify the precision ofM0 obtained from the absolute approach and to test the

in�uence of the radiation pattern correction I evaluated M0 by the AMT method.

The radiation pattern correction in�uences mainly estimates at stations close to

the nodal lines of the focal mechanisms. However, even if only the mean radiation

pattern correction is applied the absolute and AMT methods give similar results;

di�erences of 0.3 in the log scale which correspond to usual uncertainties of ML.

� An alternative method of Snoke was applied to P waves to determine the radiated

energy E(J) and the corner frequency fc(J) from the integral of the velocity

squared spectra J. This method gave very similar fc as obtained from the absolute

inversion if the correction for attenuation is applied. This good �t quali�es the
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more simple Snoke's method to be applicable for routine determination of the

static source parameters of small earthquakes in case that the quality factor Q is

known and applied.

� The absolute joint inversion for fc and Q over 24 events and all available stations

simultaneously for P waves resulted in Q-factor between 117 and 400 at di�erent

stations.The Q from the joint inversion is more stable than from inversion of

individual events.

� Comparison of methods for inversion of fc is in favor of the absolute methods

compared to the relative ones. Even though the relative methods should separate

the source term e�ectively the uncertainty of this methods is higher. Especially

the joint absolute inversion allows to estimate the uncertainties of fc more reliably.

� Comparison of results of the absolute methods applied to P and S waves gives:

fαc /f
β
c is most often between 1.0 and 1.5; median of QS/QP ratios is 1.32 in-

stead of expected 0.4; the ratio MP
0 /M

S
0 = 1.51 would need α/β = 1.9 which is

unrealistically high. Explanation is not provided but results are similar to other

studies.

� Scaling of fc with M0 shows an exponent of -0.202, which in the absolute sense is

smaller than -0.33 that is expected for the constant stress drop model. The stress

drops ∆σ range between 0.7 to 138 MPa with tendency to a higher stress drops

for the larger events. But taking into account the high uncertainty of ∆σ (which

is still very likely underestimated) these values should not be used for any further

interpretations.

� Apparent stress ∆σa ranges over three orders from 0.3 kPa to 0.4 MPa, which

supports �nding that the West�Bohemia swarm earthquakes are not self-similar.

The simple model of the source can never adopt all the aspects of the real source

and the values represent a very rough estimates in terms of orders only. Comparison

between similar individual studies even using the same source model can di�er in the

absolute sense because of the di�erent numerical implementation and the speci�c signal

operations. Application of either absolute or relative spectral methods for estimation

of the source parameters of microearthquakes or weak earthquakes generally must be

done with knowledge of the possible uncertainties. Interpretation of the results must

be always done with respect to the used model of the source.
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Appendix A

Implementation of evaluation of the

source parameters into SEISMON

SEISMON is a GUI MATLAB software initially developed by Stefan Mertl, TU in Vi-

enna (Mertl & Hausmann, 2009). I joined the SEISMON project development in 2010

and since then the code is developed and modi�ed (Michálek et al., 2011; Doubravová

et al., 2012; Doubravová & Horálek, 2013) by team of people at Seismological Depart-

ment of Institute of Geophysics AS CR for processing of data mainly from the WEBNET

seismic network. The code is sheared via the Apache Subversion system (SVN) which

allows simultaneous implementation of the code changes. Due to the speci�c needs of

routine processing the functionality was extended and new automated tools were added.

As a result of changes a new branch SEISMON_WB (WEBNET version) was created.

SEISMON uses a MySQL database for storage of all information regarding the net-

work geometry, sensor con�guration, parameters of digitizers, metadata from waveforms

and of course all important results of the analysis performed. The organization of data

is project based and each project can be shared by more users via network, i.e. results

are stored in one place for all users.

In the frame of my grant project Source parameters of microearthquakes in West

Bohemia and South Iceland (grant No. 171310; 2010-2012) supported by the Charles

University Grant Agency a new tool was developed for estimation of the source param-

eters in the frequency domain. Aim of the project was to develop and test a tool for

estimation of seismic source parameters and apply the procedure to earthquakes from

West Bohemia and South Iceland. The tool should be simple and robust to be applied

routinely.

A.1 Parts of SEISMON

A.1.1 Trace Display

The main window is called Trace Display A.1 and serves for basic processing of the

data � viewing, signal modi�cation, transformations, picking of wave arrivals, running

location algorithms, etc. In this window some tools for special analysis are available
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and one of them is for the source parameter estimation. To run the source parameter

analysis some previous operations must be done, i.e. location and amplitude moment

tensor inversion (AMT; Vavry£uk et al., 2013) which computes the ray tracing in 1D

velocity model (Málek et al., 2000) for more precise calculation of attenuation due to

geometrical spreading. Results of these steps are stored in the database.

A.1.2 Tool for source parameter estimation

The new tool allows to apply the absolute inversion of source parameters to individual

events. The analysis can be performed for P or S waves. The di�erence is only in

window time-length and the input data. For P waves 1.0 sec window from Z component

is used whereas for S waves the 1.5 sec window from N and E components is applied.

In both cases the �rst 0.5 sec of signal is used for calculating the noise spectra. For

analysis of S waves the spectra from horizontal components are averaged (this can be

done for the near-vertical incidence angles only). Figure A.2 shows an example of the

P-wave analysis at four stations individually.

Setting of the inversion parameters

The speci�c parameters of the �tted source model can be selected/changed via the GUI

dialog window (Fig. A.3; keyboard shortcut Ctrl+E ). The �rst box Model Type allows

to quickly select the prede�ned set of parameters for two typical source models - Brune

and Boatwright. Third option custom allows to change all the values independently.

There is a box Equation with the source model equation which helps to orient user

in the edited quantities. The box Attenuation allows to set up the initial values of

attenuation and also allows to specify the time which will be used in inversion or to set

up �xed propagation time (e.g. for analysis at one station). The box Parameters to �t

serves for speci�cation of what parameters will be �tted during the inversion and what

parameters will be �xed to prede�ned value. The parameter Ω0 is never �tted, corner

frequency fc is �tted always. The last box Optimization allows to select what norm

of the residual function will be minimized (Norm) and if the Sum of residuals will be

evaluated in linear or log scale. After con�rmation of the dialog window by pressing OK

the inversion is started. The inversion is performed at each station individually (as in

Fig. A.2) and also simultaneously as a joint inversion for one common fc at all stations

with independent value of Q at each station. Results of the individual inversions are

shown in the �gure with spectra (Fig. A.2), including the best �tted source model curve

and are also shown in table in an extra window (if selected in options before). Results

of the joint inversion are showed in the MATLAB command window. If Plot evolution

of �tted parameters was checked, also the trade-o�s between the �tted parameters are

plotted in individual special windows.
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Figure A.2: Spectral analysis. Example of absolute source parameter inversion from
P-wave displacement (left) at four stations. Results of inversion at individual stations
are written in spectra (right) in red color.



A.1. PARTS OF SEISMON 81

Figure A.3: GUI window for setting of inversion parameters (description in text).
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ABSTRACT 

We present the pattern of seismic activity in the period between 2001 and 2007 for the 
Nový Kostel focal zone, which is recently the most active zone of the West-
Bohemia/Vogtland earthquake swarm region. While the year 2001 was characterized by 
dying out of the 2000-swarm activity in the form of a few microswarms, almost no 
seismicity occurred in the period between 2002 and 2003. Since 2004 an elevated seismic 
activity occurs in the form of repeating microearthquake swarms. We used a relative 
location method to relate the hypocenter positions of the post-swarm activity to the 
geometry of the 2000-swarm cluster. We found that the activity has concentrated in 
several clusters, which have been repeatedly activated. Some clusters coincide with the 
position of the previous activity; the others have activated so far inactive deep segments at 
the southern edge of the Nový Kostel fault. Besides the shift of the hypocenters to the 
edges of the previously active area we observe a southward migration of the activity and 
an increase of maximum depths of earthquakes from 10 to 13 km. The waveform similarity 
analysis disclosed that some fault patches consist of only a single, repeatedly activated 
fault plane, while the others consist of multiple, differently oriented fault planes activated 
almost simultaneously. Most of the focal mechanisms are consistent with the geometry of 
hypocenters showing NNW-SSE trending steep fault planes with left-lateral strike-slip 
mechanisms and varying dip-slip component. 

 
Ke y  wo rd s :  earthquake swarms, relative location, waveform similarity, seismic 

activity, West Bohemia/Vogtland 
 

1. INTRODUCTION 

A geodynamic activity in the region of West Bohemia (Czech Republic) and Vogtland 
(Germany) is demonstrated mainly by the re-occurrence of intraplate earthquake swarms 
of mostly ML < 3.5 earthquakes. The strongest documented earthquakes occurred during 
the swarms in 1872 and 1908 and reached the magnitude of about 5.0. The so far largest 
instrumentally recorded swarm was that of 1985/86, which showed maximum magnitudes 
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of 4.6, see Neunhöfer et al. (2004) for review. High gas-flow manifested by moffets, 
CO2-rich mineral springs and gas vents (Weinlich et al., 1998; Heinicke and Koch, 2000; 
Bräuer et al., 2003) with anomalous content of mantle-derived 3He (Bräuer et al., 2007) 
are the other striking features. However, a precise geodetic monitoring of vertical motions 
of the surface in the seismically active area has not revealed significant systematic trends 
yet (Mrlina and Seidl, 2008). Quaternary volcanism was active there until the Holocene 
(Wagner et al., unpublished results); two extinct volcanoes, Komorní Hůrka and Železná 
Hůrka, are located only 15 and 25 km apart from the main epicentral zone. Recent study 
of Mrlina et al. (2007) points to the existence of a Quaternary maar volcano close to 
Železná Hůrka. 

The region belongs to the western part of the Bohemian Massif (Fig. 1) where three 
principal tectonic units - the Saxothuringian, the Moldanubian, and the Teplá-Barrandian 
touch (Babuška and Plomerová, 2008). Its eastern part is intersected by an ENE-WSW 
striking neotectonic structure, the Eger Graben, which is terminated at the Mariánské 

 
Fig. 1. The earthquake swarm area of West Bohemia/Vogtland with the earthquake epicenters, 
seismic stations of the WEBNET network and principal faults (MLF - Mariánské Lázně Fault,  
EG - Eger Graben, JF - Jáchymov Fault). The rectangle indicates the most active Nový Kostel area. 
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Lázně fault striking NNW-SSE. Most of the seismicity is associated with the Mariánské 
Lázně fault, which probably terminates at the northern edge of the Cheb basin (Fig. 1). 
The existence of another active fault system trending N-S, the Počátky-Plesná zone, has 
been recently discussed (Bankwitz et al., 2003). 

The Nový Kostel (NK) focal zone dominates the recent seismicity of the whole region: 
since 1991 almost 90% of total seismic energy was released in this zone. Besides the 
larger swarms of 1985/86 (ML = 4.6), January 1997 (ML = 3.0) and 2000 (ML = 3.2), 
Fischer and Horálek (2003) have identified further 27 microswarms (swarms including 
only microearthquakes) and solitary microearthquakes (ML < 2 events) in the period 
between 1991 and 2001. Relative location revealed a pronounced planar character of the 
NK focal zone: most of the events were located at the main focal plane striking 169 north 
and dipping 80 west at depths between 6 and 11 km. The position and geometry of the 
main fault plane match quite well with the supposed Počátky-Plesná tectonic line. The 
focal mechanisms of the extensive 2000 swarm agreed quite well with the geometry of the 
focal zone, which proves that the swarm events correspond to progressive rupturing of one 
fault plane (Hainzl and Fischer, 2002; Fischer and Horálek, 2005). The January 1997 
swarm showed anomalous character because its spatial pattern did not match the main 
focal plane. Horálek et al. (2000b) used visual-type analysis to subdivide the swarm 
events to families for which a typical moment tensor was determined. Fischer and 
Horálek (2003) have also found that in the depth view the microswarm hypocenters lined 
up along two parallel seismogenic lines whose plunge of 32 to the south was equal to the 
prevailing rake angle of focal mechanisms. The overall fault area occupied by the 
hypocenters in the time span of 19912001 was 12  4 km, however several segments of 
the fault were liable to reactivation. 

In this paper we show how the seismicity pattern in the NK zone changed after the 
2000 swarm. We employ a master-event location method to obtain a focused picture of 
seismicity and compare the seismicity distribution in the period between 2001 and 2007 
with that of the period between 1991 and 2000. We use cross-correlation analysis to 
identify multiplets, i.e. events with similar waveforms and focal mechanisms. We 
examine if individual clusters, i.e. groups of closely located events, correspond to a single 
multiplet or if they include different multiplets indicating that different fault planes were 
activated within each cluster. For selected multiplets we determine focal mechanisms and 
compare them with the geometry of the cluster. We also examine reactivation of 
individual patches of the fault plane and show in detail the pattern of the fast microswarm 
of February 2007. 

2. LOCATION OF EVENTS 

We used three-component seismograms from the WEBNET seismic network (Horálek 
et al., 2000a) consisting of 12 short-period stations sampled at 250 Hz. The direct P- and 
S-wave onset times were measured manually, with the aim to achieve the accuracy of ±1 
sample for P-waves and of ±2 samples for S-waves. This was possible due to the 
impulsive character of most of the P and S waveforms and the usage of hodograms in 
uncertain cases. Similarly to our previous studies (Fischer and Horálek, 
2000, 2003, 2005) we used a slightly modified master event procedure after Zollo et al. 
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(1995) with the use of a 1-D gradient velocity model of Málek et al. (2000). Using a grid 

search method, we found the minimum of the variance    20 01 i
iV N T T     of the 

difference ΔT0 between the origin times of the master event and located events. Here 0
iT  

is the origin time calculated from the arrival time and travel time of the phase i, 0T  is 
the mean arrival time difference and N is the number of phases. Similar to other relative 
location methods, it is required that the distance of the located events to the master event 
is much smaller than the hypocentral distance, i.e. the rays are almost identical. 

To extend the applicability of the method to a larger area we use multiple master 
events. The influence of the variance Vj corresponding to the j-th master event is weighted 

by its distance rj to the located event in the form of  2j jw r r , where r  is the mean 

distance. Then the minimized misfit function is 

  0, , , j jV x y z T w V , 

where the location errors of the relative hypocentre coordinates were estimated as the 
distance from the hypocentre at which the misfit function reaches the level Vmin + dV, 
where dV was derived by the error propagation (Fischer and Horálek, 2003) from the 
expected values of arrival time errors (4 ms for P waves, 8 ms for S waves). As master 
events we selected seven events, which were well-recorded at all available stations 
(Table 1). Their locations, obtained by an absolute location procedure using a grid search 
algorithm, were equally distributed along the activated part of the main fault plane (see 
Fig. 2). 

In total 2183 events from the period between 2001 and 2007 in the magnitude range 
from 1 to 2.5 were successfully located with the mean location errors of 100 m, 140 m 
and 180 m for the X, Y and Z coordinates. The use of seven master events resulted, 
compared to a usage of one master event, in the reduction of the mean location residual 
from 19.3 ms to 15.2 ms. To get a comprehensive image of the spatio-temporal evolution 
of the activity we supplemented this dataset with the locations of seismicity from the 
period between 1991 and 2000 (Fischer and Horálek, 2003) and limited our study only to 
the ML > 0 events. This resulted in 989, 5941 and 880 events for the periods 19911999, 
2000 and 20012007, respectively. 

Table 1. Coordinates of master events. 

Date Time Event ID Latitude [N] Longitude [E] Depth [m] 

00-09-18 18:29 P3500A 50.2254 12.4474 8660 
97-01-17 22:57 M418A 50.2358 12.4462 9050 
00-08-31 12:15 P828A 50.2143 12.4500 9980 
00-10-23 08:40 P4739A 50.2120 12.4570 7800 
00-11-07 20:15 P6008A 50.2069 12.4534 9660 
00-12-23 15:27 P6710A 50.2397 12.4505 7330 
04-02-22 09:31 T51A 50.2117 12.4303 12860 
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3. SPACE-TIME DISTRIBUTION OF SEISMICITY 

Seismicity pattern in the NK area (Fig. 2) points to a few striking features. Two 
distinct clusters could be distinguished in the map view. The first one represents the 
eastern belt of hypocenters of about 13 km length, which includes the vast majority of 
events. The second one is a small cluster in the NW part of the map view containing 
several dozens of deep events (below 11 km) indicated by ellipses in panels (a) and (c). 

 
Fig 2. Space-time distribution of hypocenters in the Nový Kostel focal zone in the period 
between 1991 and 2007. The different panels show the map view (a), the depth view from the south 
to the north (b) and from the east to the west (c) and a magnitude-time plot (d). The horizontal 
coordinates are rotated to the strike of the fault of 351. Ellipse denotes the NW deep cluster, colour 
coding from blue to red is proportional to time. The frame of the map view is indicated by rectangle 
in Fig. 1. 
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While the seldom seismicity in the deep NW cluster persisted during the whole studied 
period, the main eastern cluster including all the swarms and microswarms showed only 
shallow activity above 10.5 km during the first part of the studied period (19912001). An 
increase of the maximum depth from 10.5 to 13 km has occurred after 2004. 

According to the temporal evolution of seismicity, the period after the 2000 swarm 
(Fig. 3) could be subdivided into three time intervals. The first one (year 2001) was 
characteristic by dying away of the 2000 swarm activity, namely during the ML = 2.0 

 
Fig. 3. Space-time distribution of the hypocenters in the Nový Kostel focal zone in the period 
between 2002 and 2007 (ad). In (e) the distribution of microswarms in the period between 1991 
and 2001 from Fischer and Horálek (2003) is shown for comparison. In contrast to the period 
between 1991 and 2001 when the microswarms were clustered in two parallel seismogenic lines 
plunging with an angle of 32 to the south, no similar behaviour has occured since 2002. In (c) the 
small rectangles show the position of seven master events and the dashed rectangle indicates the 
fault area displayed in (e). 
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swarm of June 2001 at the northern edge of the NK area (blue cluster). The next two years 
(20022003) were almost quiet with small background seismicity including only rare 
ML > 1 events. The activity awaked in February 2004 with a microswarm close to 13 km 
depth (green cluster). Since then a repeated occurrence of microswarms takes place with 
systematically increasing maximum magnitudes. In this respect, the recent four years 
(20042007) resemble the period of increased microswarm activity from late 1993 to 
1997, which was also preceded by a period of relative quiescence between 1992 and 1993. 

The depth of this new activity (20042007) exceeds in most cases 9 km (see Fig. 2), 
which is a significant change compared to the previous activity that was limited to the 
depth range from 6 to 10.5 km. Another interesting observation is the shift of activity to 
the south as most of the post-2000 swarm events (red symbols) occur in the southern part 
of the focal zone in contrast to the pre-2000 swarm activity (blue symbols), which 
occurred in the central and northern parts. It could be accordingly hypothesized that after 
the 2000 swarm we observe a migration of the activity to the south and to greater depths. 
As regards the characteristic linear geometry of microswarms occurrence in the period 
between 1991 and 2001 (Fischer and Horálek, 2003), no similar behaviour has been 
observed since 2002 (compare Fig. 3c and e). Only a diffuse seismicity occurred along the 
upper seismogenic line during 2002 and 2003, probably due to stress readjustments after 
the 2000 swarm (Fig. 3c). Instead, the recent microswarms occur in concentrated clusters 
in the deeper parts of the fault plane. It appears (see Fig. 3b) that the seismicity propagates 
downwards from 8 to 13 km, approximately along the prolongation of the plunge of the 
main fault plane. Thus one could speculate that if the microswarm activity before the 2000 
swarm had a causal relationship to a generation of the 2000 swarm, the recent 
microswarms could be viewed as a precursor to a future swarm in larger depths in the 
southern part of the focal zone. 

The space distribution of seismicity indicates that some patches of the fault zone show 
large density of events. To quantify the distribution of fracturing along the fault zone we 
estimated the fracture area of each event using the circular source model of Brune (1970), 
the stress drop of 10 MPa and an empirical relation between magnitude ML and seismic 
moment M0 for the area of interest logM0 = 1.05ML + 11.3 (Hainzl and Fischer, 2002). 
We accounted for the limited location accuracy by subdividing the fault zone volume into 
a number of cells whose spacing corresponds to the mean location error in the x, y and z 
directions and calculated the sum of the ruptured area in each cell. Accordingly, we get 
the ratio between the total area of fault planes occurring in the cell and the cross section of 
the cell in the direction of the fault (YZ plane). This number represents the number of 
overlapping ruptures being activated during the investigated period and could be 
interpreted as the number of reactivations of the cell. Fig. 4 shows colour coded number 
of reactivations for the NK focal zone for the investigated period between 1991 and 2007. 
It turns out that the reactivation rate is strongly unequal. The largest values above 15 
correlate with the distribution of large events in the 1997 and 2000 swarms (compare 
Fig. 8 in Fischer and Horálek, 2003). It is also of interest that the patches activated after 
the 2000 swarm (indicated by ellipses) lie at the edges of the previous activity and 
accordingly show no reactivation (except the two shallowest clusters). Similar spreading 
of activity to the margins of previously ruptured area was predicted by the viscoelastic 
block model of Hainzl (2003). 
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It should be noted that the utilized seismic data were not fully homogeneous during the 
whole observation period; the number of stations increased with time and few stations 
have been discontinued and moved to a new position. However, we are not aware of any 
influence of these small changes to the observed patterns. To suppress the effect of 
possible variations in detection capability we limited our study only to ML > 0 events. The 
effect of changing station configuration to the locations was minimized by the adopted 
relative location scheme (see e.g. Fischer and Horálek, 2000). 

4. WAVEFORM SIMILARITY ANALYSIS AND FOCAL MECHANISMS 

We applied the waveform similarity analysis to the data of the 20012007 seismicity 
to find events with similar waveforms at individual stations. Two events produce similar 
waveforms at a particular station if their hypocenter locations and focal mechanisms are 
sufficiently similar. Such events are commonly termed as multiplets (Got et al., 1994). 
Similarity analysis is commonly used for two purposes: first, it helps reduce the large 

 
Fig. 4. Number of reactivatons of fault plane patches with spacing equal to the location error. The 
colour and size of symbols is proportional to the number of reactivations, which is defined as the 
ratio of the total ruptured area in the corresponding patch and its cross section in the fault direction. 
The coordinate system is the same as in Figs. 2 and 3. The ellipses indicate new activity using the 
same colours as in Fig. 3. 
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datasets to a smaller number of multiplets with a common location and focal mechanism 
(Schulte-Theis, 1996; Eisner and Arrowsmith, 2006). Second, it enables to precise the 
arrival time measurement and accordingly the hypocenter location (Got et al., 1994; 
Waldhauser and Ellsworth, 2000; Hemmann et al., 2003). In this study we use the 
similarity analysis for classifying the events to the multiplets in order to learn more about 
the variability of focal mechanisms within each hypocenter cluster. 

We extracted the waveform data of events with magnitude ML ≥ 0.0 from the period 
between 2001 and 2007 for all the P and S-wave phases in the time window of 2 s length 
centered at the manually picked arrival time. To suppress the low and high frequency 
noise the seismograms were band pass filtered in the range of 130 Hz. The cross-
correlation was applied to the vertical seismogram component for P waves and to both 
horizontal components for S waves. At each of the 12 stations we calculated the cross-
correlation function for each pair of events. The maximum value of the cross-correlation 
coefficient (CC) was stored in a cross-correlation matrix for each individual station, which 
resulted altogether in 36 matrices (12 for each component). 

The next step was to generate the network cross-correlation matrix, which 
characterizes the similarity of the events for the whole network. As the most appropriate 
we found the method of “asymmetrical trimmed mean” of Maurer and Deichmann (1995) 
because it effectively excludes low values of CC and it also resolves the problem of 
missing event records at some stations. For this purpose only the N and E cross-
correlation matrices were used, because CC of vertical components were significantly 
smaller than CC of horizontal components (see Fig. 5). For each station we constructed 
the CCNE correlation matrix as the mean value of the corresponding N and E correlation 
matrices and, using the approach of Maurer and Deichmann (1995), we created the mean 
network cross-correlation matrix shown in Fig. 5a. The lower and the upper triangular 

 
Fig. 5. a) The network cross-correlation matrix. The lower triangular matrix shows the cross-
correlation coefficients (CC) for P-phase recorded on vertical component and the upper triangular 
matrix shows the CC for S-phases recorded on horizontal components, see more details in text. The 
higher values of CC correspond to the more similar events. b) Multiplets identified by similarity 
analysis. Numbers and colours correspond to the multiplets indicated in Figs. 6 and 7. 
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matrices indicate the CC for the P and S waves, respectively; the diagonal represents the 
autocorrelation coefficients (equal to one). The events are sorted chronologically from left 
to right and from down to up. The patches of high CC, mainly along the diagonal, indicate 
the identified multiplets. 

To create groups of similar events, the network cross-correlation matrix was reduced 
to a few multiplets. We tested two approaches - the “single linkage clustering” (Schulte-
Theis, 1996) and the method of Maurer and Deichmann (1995), which was found more 

 
Fig. 6. The multiplets in S-N depth-section below the NKC station (a) and their time distribution 
(b). The multiplets are colour coded and numbered. The events not associated with any multiplet are 
dark grey; seismic activity prior to 2001 is marked by small grey dots. The size of symbols in (a) 
indicating events since 2001 is proportional to magnitude. 
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suitable for our purpose. It uses four thresholds, however only two of them (Tx - cluster 
separation and the Ts (= CCNE) - S-wave similarity thresholds) are critical. Another 
criterion for clustering was that each multiplet should contain at least 3 events (to limit the 
number of multiplets) and that more than a half of processed events should belong to 
multiplets. The thresholds were tested in a range of 0.10.9 for Tx and 0.400.99 for Ts. 
In spite of this relatively wide range of values, the multiplets were quite stable and also 
their number did not exceed an acceptable count of 27. With increasing Tx the multiplets 
were just subdivided into smaller ones, but their seismograms were found often similar. 
Accordingly, Tx was chosen as low as 0.2. To keep the condition of similarity of 
seismograms we chose Ts as high as 0.80. The identified multiplets for the selected Tx an 
Ts thresholds are indicated in Fig. 5b. 

Fig. 6 shows the S-N vertical cross section of the NK focal zone with colour coded 
multiplet locations and their time distribution. Some multiplets were active only in short 
time intervals but some of them were activated repeatedly, e.g. the multiplets 1, 6, 8 and 9. 

To verify the reliability of the classification of the dataset to a limited number of 
multiplets and to learn more about the faulting type of these events we determined the 
focal mechanisms of selected events within each multiplet. We used the method of Maeda 
(1992) which is implemented in the Seisbase package (Fischer and Hampl, 1996) used for 
routine processing of WEBNET seismograms. We used at least 10 P-wave polarity and 
amplitude measurements and found multiple events with stable focal mechanisms for each 
multiplet. In Fig. 7 composite plots of focal mechanisms for the most interesting 
multiplets are shown along with composite plots of the N-S component of the S waves 
recorded at the NKC station. For each multiplet we show the focal mechanisms of events 
with sufficiently stable solution. The selection according to the number of possible 
solutions and the quality of the fit gave about 60% of events for each multiplet. The 
similarity of seismograms in each multiplet (see Fig. 7) proves that the source and 
propagation effects were the same during each reactivation of the multiplet and is an 
independent evidence of similar location and focal mechanisms for each multiplet. 

5. DETAILED VIEW OF SELECTED MULTIPLETS 

In the following we would like to demonstrate the variability of the activity using 
several earthquake clusters. The first two examples illustrate such cases when multiple 
reactivations of a single hypocenter cluster lead to a slippage of the same fractures. 

The deepest multiplet (No.8 in Figs. 6 and 7) has been activated already four times (in 
January and February 2004 and in June and September 2007). Despite the three 
reactivations, the similarity analysis shows only a single type of seismograms (see also 
Fig. 8a). The normal faulting focal mechanisms are quite stable with a steep NW-SE nodal 
plane and another NNW-SSE low-angle nodal plane. To find the fault plane we compared 
the elongation of the multiplet with the location error bodies and the focal mechanisms 
(Fig. 9). For the error analysis we used one of the largest events from the main episodes in 
February 2004 (22-Feb-04, 16:46, ML = 1.0) and June 2007 (20-Jun-07, 19:35, ML = 1.6). 
We tested the hypothesis that during each episode only one fracture was activated and the 
cluster elongation is caused by random location errors. We determined the location of  
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Fig. 7. Position of multiplets in a map view. S-wave seismograms (N-S component at the station 
NKC, filter 130 Hz) and typical focal mechanisms of the selected multiplets 1, 8, 15, 19, 20, 21 
and 22. All focal mechanisms are left-lateral. The map view is north-south oriented for comparison 
with the focal mechanism plots. See Fig. 6 for colour coding, time occurrence of the multiplets and 
further explanation. 
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both events using 100 realizations of random arrival time error (Fig. 9b); we used 
a conservative estimate of 1.5 samples for P and 3 samples for S waves. By comparing 
Figs. 9a and 9b it turns out that the horizontal elongation of the cluster is well defined, 
however its vertical elongation lies just above the location error. Thus the two clusters are 
not distinguishable in the depth section. Hence the comparison with the focal mechanisms 
gives ambiguous results. The map view suggests the low-angle nodal plane (dashed line) 
as a probable fault plane, but the depth section identifies clearly the steep nodal plane (full 
line) as a fault plane. However, with respect to the expressed poor resolution in the depth 
section we leave the question of the active fault plane in this multiplet open. 

 
Fig. 8. N-S component waveforms for the events of the multiplets 8 (a) and 19 (b) for which 
focal mechanisms are shown in Fig. 7. The seismograms recorded at the NKC station are aligned 
according to the arrival time of P waves (0.25 s) and band-pass filtered (130 Hz) similar as for the 
cross-correlation analysis. For each waveform its event ID (left) and local magnitude (right) is 
indicated. 
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The multiplet No.1 (indicated by red in Figs. 6 and 7) is a similar case, showing 
numerous repeated activations during the whole period between 2001 and 2007. Its 
frequent reactivations were already demonstrated in Fig. 4, which has shown the largest 
reactivation rate precisely in the corresponding fault patch. Note that these events belong 
to a single multiplet which points, despite of large time span of these events, to the 
common focal mechanisms of this new activity. It is of interest that the position of this 
patch is identical with the isolated cluster activated on December 26, at the very end of the 
2000 swarm (Fischer and Horálek, 2003). In other words, so far quiet patch was activated 
at the end of the 2000 swarm and has been showing a repeated activity since that time. 

 
Fig. 9. Map view (top) and cross section (bottom) of the deep cluster 8; horizontal coordinates 
are rotated along the cluster extension. The cluster was activated twice; diamonds show the 
positions of the representative events E1 and E2 of each episode. In (a) circles show locations of all 
events, full and dash lines show the strike and dip of two nodal planes of a typical fault plane 
solution (strike and dip of the first and second plane are 297/69 and 178/38). In (b) circles show 
the location of events E1 and E2 obtained from randomly perturbed arrival times (the error of ±6 ms 
and ±12 ms for P and S waves, respectively). 
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A different situation occurs in case of microswarms in June 2005 and February 2007. 
The former one (June 2005, > 100 located events) lasted three days and acted on a fault 
patch only 300 m long and consisted of three multiplets 10, 11 and 12 with different focal 
mechanisms. The latter microswarm (February 2007, > 750 located events) showed three-
event multiplets (19, 20 and 21) active during less than 24 hours; their focal mechanisms 
are shown in Fig. 7. This example indicates that differently oriented fractures within 
a small volume have been activated almost simultaneously. 

The complicated space-time pattern of the February 2007 microswarm, which has 
activated the southern-most tip of the 2000-swarm patch, is obvious from Fig. 10. The 
hypocenter distribution indicates that a single, possibly incurvate fault plane was active. 
The activity started in January at the southern tip of the cluster (grey circles in Fig. 10 and 
the multiplets 18 and 19 in Figs. 6 and 7). After one month it continued by the 
microswarm of February 9 and 10 (colour-coded symbols in Fig. 10) showing 
a pronounced migration from the north to the south and after a period of a few hours back 
to the north and downwards. This extremely short microswarm was terminated by a “shot” 
of activity (red symbols) penetrating back to the south along a linear inclined belt. The 
magnitude-time plot points to four phases of activity, whose hypocenters appear to 
coincide with the different multiplets. In particular, while the second swarm phase 
(greenish colours) coincides with the strike slips of the multiplet 19, the remaining phases 
occurring in the north correspond to the oblique-normal strike slips of the multiplet 20. 
This microswarm was anomalous because of an unusual rate of seismic activity - its 
median interevent time was as low as 22 s, which is close to the so far fastest swarm of 
2000 with the median interevent time of 19 s. The fast energy release is also illustrated in 
Fig. 8b, where S waves of two events occur within less than 1 s for the event W388D. 

6. DISCUSSION 

The space-time pattern of the seismic activity in the Nový Kostel focal zone points to 
the noticeable migration of hypocenters. The activity after the 2000 swarm follows the 
same elongated fault zone, however moves clearly to the south and to larger depths. 
Although the strike of elongation of epicentres seems to differ from that of the previous 
activity (see map view in Fig. 7), it appears more probable that the different lateral 
position of the hypocenters accounts for their different depths at an inclined and uneven 
fault surface. We verified this interpretation by fitting a plane to the hypocenter 
distribution for the hypocenters from the period between 2002 and 2007. Using the L1 
norm we obtained a strike of 166 and dip of 67. The comparison with the fault plane 
parameters (169 and 80) for the period between 1991 and 2001 of Fischer and Horálek 
(2003) indicates that the new activity follows a similar fault plane. Its different dip could 
be explained either by a vertical curvature of a single fault or by an intersection of two 
fault planes with different dips (see Figs. 2b and 3b). In such a case the steep fault would  
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be active mainly in the depths smaller than 11 km, while the other would show activity 
between 9 and 13 km. The activated fault plane area seems partially to extend and 
partially to move to the south and to some larger depths. In contrast to the southward 
migration, the downward drift is probably limited by the brittle-ductile transition, which, 
for the NK area (Babuška et al., 2007), shows one of the shallowest depths in the whole 
seismoactive area of West Bohemia/Vogtland. 

The repeated activation of several fault patches (see Fig. 4) indicates a repeated 
increase of criticality. This could be explained e.g. by a persisting inflow of pressurized 

 
Fig. 10. Space-time distribution of ML > 0 events of the southernmost cluster (the multiplets 
1821), the horizontal coordinates are rotated along the cluster extension. The activity of this cluster 
started by a weak microswarm (34 events with magnitudes up to 1.0 in the period between January 3 
and 5, 2007 - grey circles). The subsequent activity from February 9 to 10 is indicated by colour 
scale proportional to the event number (281 events). 
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fluids at these places, which triggers the activity that is further controlled partially by 
stress transfer (e.g. Hainzl, 2005). 

The focal mechanisms of the selected multiplets show, except the deepest multiplet 8, 
the NNW-SSE trending and left-lateral strike slip fault planes with small normal 
component. The deep multiplet 8 is anomalous because of a prevailing dip-slip character. 
A possible interpretation involving a change of the stress regime due to the large depth of 
this multiplet seems unlikely with respect to the multiplet 22, which is located only 500 m 
shallower and shows pure strike-slip mechanisms. 

The waveform similarity analysis proved high efficiency for classifying large datasets 
according to the similarity of their hypocenter positions and focal mechanisms. Its further 
use for automatic processing of future activity is accented by its independence on 
knowledge of hypocenter locations and accordingly of the velocity model. The 
classification of the events to the multiplets could be used in future to guide the selection 
of suitable events for detailed study of their moment tensors. 

7. CONCLUSIONS 

We have analyzed the microseismic activity in the Nový Kostel area, the main focal 
zone of the West-Bohemia/Vogtland earthquake swarm region during the years between 
2001 and 2007, which followed after the intensive swarm of 2000. We found the 
following characteristic features of the activity: 

 After a relative quiescence in the period between 2002 and 2003 a seismic unrest 
started in 2004 in a form of a sequence of microswarms with magnitudes up to 2.0. 

 The new microearthquake activity occurs along the main steeply dipping fault 
plane, which was the place of most of the previous swarms and background 
activity. Most of the hypocenter clusters occur at the edges of the previously active 
fault area. A pronounced migration to the south and downwards, from the depth of 
10 to 13 km, occurs after the 2000 swarm. 

 In many patches of the fault zone the estimated ruptured area significantly exceeds 
the surface area of a single fault. This indicates numerous reactivations of a single 
fault or rupturing of several parallel fault planes. 

 The waveform similarity analysis showed the existence of two types of fault 
patches activated during a single swarm almost simultaneously. These patches 
contained either a single fault plane (one multiplet), or multiple, differently 
oriented fault planes (several multiplets). All the focal mechanisms are compatible 
with the geometry of hypocenters showing NNW-SSE trending, left-lateral strike 
slip fault planes with varying dip-slip component. 

 The multiplet No.1 represents the striking demonstration of the shift of the activity 
to the edges of the previously active area. It is the most frequently reactivated 
multiplet and it was first activated on December 26, 2000, at the very end of the 
2000 swarm. 

 The frequent recurrence of microearthquake swarms emerging since 2004 indicates 
a new activation of the area after the 2000 swarm. Nevertheless, in spite of 
a relatively large number of events, the seismic energy of this activity is negligible 



T. Fischer and J. Michálek 

510 Stud. Geophys. Geod., 52 (2008) 

compared to the energy released during a large swarm, similar to that of the year 
2000. 
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S U M M A R Y
The self-similarity of earthquake rupture scaling is a subject of ongoing debates. The output
of multiple recent studies agrees on the fact that stress drops of earthquakes varies from 0.1
to 100 MPa over a broad range of seismic moments. We investigated the source parameters
of 56 earthquakes in the magnitude range ML from 0.8 to 3.3 occurred during the 2000
and 2008 swarm in West Bohemia/Vogtland in order to learn if the source scaling of these,
most-likely fluid triggered events, differ from the observations in other seismogenic regions
around the world. We used two approaches to calculate the corner frequency in the frequency
domain: inverting for the corner frequency fc of the displacement spectra and integrating of
spectra by the method of Snoke. A single fc for all stations was determined with attenuation
correction defined by inverting for an event-dependent Q-factor. Similar dependence of the
corner frequency on seismic moment was observed in the form fc ∝ M0

−0.2, which is a much
weaker scaling than expected for a constant stress drop model. Accordingly, the stress drops
vary from 1 to 130 MPa and appears to grow with seismic moment as �σ ∝ M0

0.43. The
non-self similarity of the swarm earthquakes is supported by rather wide span of apparent
stress ranging between 0.3 kPa and 1.2 MPa.

Key words: Fourier analysis; Earthquake source observations; Seismicity and tectonics;
Seismic attenuation; Intra-plate processes; Europe.

1 I N T RO D U C T I O N

The earthquake swarms in West Bohemia/Vogtland pertain to the
most striking manifestation of the present geodynamic activity of
this intracontinental region (e.g. Horálek & Fischer 2010). This
area is situated in the western part of the Bohemian Massif at a
contact of different Variscan tectonic units—the Saxothuringian,
Moldanubian, and Teplá-Barrandian (Babuška & Plomerová 2008).
The ENE-WSW trending Eger Rift terminates close to the epicentral
area and is intersected by the NNW-SSE striking Mariánské Lázně
fault (Bankwitz et al. 2003). The geodynamic activity is manifested
by emanations of CO2 of mantle origin (Bräuer et al. 2008) and
by Quaternary volcanism represented by Komornı́ Hůrka, Železná
Hůrka and newly discovered maar structure of Mýtina (Mrlina et al.
2009). The frequently occurring weak earthquake swarms, mostly
of magnitudes ML < 3.5, concentrate in multiple focal zones in the
depth range from 6 to 25 km (e.g. Horálek & Fischer 2010). Among
them, the area near the village Nový Kostel (close to station NKC in
Fig. 1) dominates with more than 80 per cent of the released seismic
energy. It was the place of all the recent major swarms in the years
1985/86, 1997, 2000, 2008 and 2011 (Fig. 1).

The recorded seismic data were subject to various studies ori-
ented to get insight into the generating mechanism of the earthquake

swarms. The relative hypocenter locations in the area of Nový Kos-
tel show a north-south steeply dipping fault plane of 8 km length
in the depth range from 6 to 12 km whose orientation matches well
with the source mechanisms (Fischer & Horálek 2005). The de-
tailed analysis of spatio-temporal distribution of hypocenters shows
that both the elastic stress transfer and high-pressurized fluids are
responsible for the driving of the swarm activity (see, e.g. Hainzl
& Fischer 2002; Fischer & Horálek 2005; Hainzl & Ogata 2005;
Dahm et al. 2008; Fischer & Michálek 2008; Hainzl et al. 2012;
or the review in Horálek & Fischer 2008). The source mechanism
studies have shown that pure shear faulting prevails (Horálek &
Šı́lený 2013) compared to tensile faulting that occurs in the case
of specific fault plane orientation (Horálek et al. 2002; Vavryčuk
2002; Vavryčuk 2011). So far, little attention was devoted to the
studies of static source parameters of these earthquakes. The inver-
sion for seismic moment tensors of the year 1997 swarm by Horálek
et al. (2002) provided the first estimate of scalar moments, which
enabled establishing a scaling relation between the local magnitudes
and scalar seismic moment (Hainzl & Fischer 2002) in the form log
M0 = 1.05 ML + 11.3. Fischer (2005) used the Empirical Green
Functions (EGF) method to study the source time functions of the
year 2000 swarm events and found that many of them display a com-
plex source time function composed of several pulses. Seismogram
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2 J. Michálek and T. Fischer

Figure 1. Map of WEBNET network and epicentres from 1991 to 2010 (black dots) in the West Bohemia/Vogtland region. The earthquake swarms 2000 and
2008 are highlighted in blue colour. The red triangles are WEBNET stations. Along the profile A-A′ the depth section is plotted in Fig. 2. The depression to
the south from the NKC station is the tertiary Cheb basin; its eastern edge is terminated by the intersection with the Eger rift. KH is the quaternary volcano
Komornı́ hůrka (topography based on SRTM3 from the USGS 2002).

modelling revealed that some of these events correspond to a fast
stick-slip rupturing composed of several rupture episodes separated
in time and space. Analysis of stopping phases of selected 2000-
swarm events by Kolář & Růžek (2012) suggested the constant
stress drop scaling of source radius and seismic moment.

The scaling between the seismic moment and size of the source
with constant stress drop is commonly accepted as suggested by Aki
(1967). Since then there are many studies aiming to find the confir-
mation of this law in real data, namely for small earthquakes because
their more frequent occurrence could help in understanding the be-
havior of the big ones. The constant stress drop was observed for
example by Abercrombie (1995) for earthquakes (ML −1 to 5.5; �σ

∼ 0.1–80 MPa) in Cajon Pass borehole close to San Andreas Fault
in southern California, by Prieto et al. (2004) who analyzed earth-
quakes (ML 0.5 to 3.4) recorded by Anza seismic network in south-
ern California, or by Yamada et al. (2007) who studied earthquakes
(MW 0.0 to 1.3; �σ ∼ 3.2–88 MPa) in South African gold mine. Also
Viegas et al. (2010) reported high constant stress drop (�σ ∼ 9.2–
240 MPa; median value 104 MPa) for the M5 intraplate earthquake,
in 2002 and its aftershocks in Au Sable Forks, NY and concluded
that the apparent breakdown in source dimension scaling is caused
by the limited bandwidth of the records. Allmann & Shearer (2007)
estimated the source parameters of 42 367 earthquakes from period
1984 to 2005 in Parkfield, central California; their stress drop var-
ied between 0.1 and 100 MPa with median value of 6.75 MPa also
stating that the stress drop is nearly constant with seismic moment,
implying self-similarity over the ML = 0.5 to 3.0 range. Similar
results states a comprehensive analysis of about 60 000 earthquakes

(1.5 < ML < 3.1) in southern California (Shearer et al. 2006) with
static stress drops between 0.2 and 20 MPa. Imanishi et al. (2004)
used inversion method based on stopping phases to estimate source
parameters of 25 microearthquakes (1.3 < M < 2.7) from the west-
ern Nagano prefecture, Japan. They found that the static stress drop
ranged from 0.1 to 2 MPa only, do not vary with seismic moment
and that the apparent breakdown in its scaling is an artifact of
attenuation in the crust which mostly influenced the surface obser-
vations. They deduced that the earthquakes are similar over a wide
range of magnitudes. Similar findings were reported by Kwiatek
et al. (2011) in the study of picoseismicity (−4.1 < MW < −0.8)
from Mponeng Deep Gold Mine in South Africa (�σ ∼ 0.01–
1.0 MPa). Oth et al. (2010) investigated the source character-
istics of 1826 events from accelerometric borehole recordings
(MJMA = 2.7–8) throughout Japan and confirmed the self-similar
scaling with median stress drop 1.1 MPa for crustal events.

On the other hand Harrington & Brodsky (2009) observed
pulses of constant width for a group of earthquakes on San An-
dreas fault (M 1.4 to 3.7), which could be explained as a reac-
tivation of the fault patches of similar size with variable stress
drop 0.18–68 MPa. Urbancic & Young (1993) analyzed 85 mining-
induced events (−2.2 < MW < −0.3) in Strathcona mine (Sudbury,
Ontario) at depth 710 m. They obtained also relatively high static
stress drops within the range 0.16–83 MPa and pointed out to pos-
sible non-similar behaviour of small and large events. Oye et al.
(2005) analyzed approx. 1500 events (−1.8 < MW < 1.2) from
1400 m deep Pyhäsalmi ore mine in Finland. Their static stress
drops range between 0.01 and 30 MPa and they noted that there
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are strong factors which contribute to significant deviations from
constant stress drop. Mayeda et al. (2005) used the coda waves to
analyze four earthquake sequences (both natural and induced seis-
micity) in magnitude range 3.7 < MW < 7.4 to evaluate the scaling
relations and they results strongly suggest the non-self-similarity.
Edwards & Rietbrock (2009) studied attenuation and scaling re-
lations of two magnitude-different datasets (2.0 < MJMA < 4.0;
3.0 < MJMA < 7.2) and concluded that stress drop must increase
with MW, or that increase of the stress drop for smaller earthquakes
is an artifact of the site effect.

All the studies report quite wide and similar ranges of static
stress drop �σ , which were by some authors interpreted as con-
stant at specific sites/regions (valid source scaling relations) and
as non-constant by others elsewhere (break in source scaling) by
others. The comparison of the results of these studies is compli-
cated because of different quality of the processed data sets and
the methods used. We do not want to emphasize the differences in
absolute values of the stress drop in the studies because these are
model dependent. However, the trends in individual studies differ
and show the source scaling dependence within the application of
one single method. All the above studies emphasize the importance
of the attenuation correction and its strong influence to the results,
which can lead to under/overestimation of source parameters, pri-
marily the corner frequency (e.g. Imanishi et al. 2004) and the
other parameters consequently. The specific implementation of the
attenuation corrections varies in individual studies and knowing the
high trade-off level between the source parameters and attenuation
it brings many degrees of freedom to the problem.

In this paper, we aim to examine the scaling between the seismic
moment and source size for the earthquake swarm events in the
West Bohemia region, in particular the range of the stress drop and

possible anomalies in scaling for the small magnitudes events. We
present the first estimates of the static source parameters—source
dimension, seismic moment and stress drop of the West-Bohemia
swarm earthquakes. We use the frequency domain absolute ap-
proach similar to that of for example Lindley & Archuleta (1992),
Abercrombie (1995), Garcia-Garcia et al. (1996), Abercrombie &
Rice (2005), Dobrynina (2009), Kwiatek et al. (2011). We employ
the high-quality seismic data recorded by the WEBNET seismic
network (Fischer et al. 2010) to bring new insights into under-
standing of source processes in this unique area of intracontinental
seismicity.

2 DATA A N D M E T H O D S

2.1 Data and their preprocessing

We processed events (0.8 ≤ ML ≤ 3.3) from the West Bohemia
region (Fig. 1), which occurred during the earthquake swarms from
August to December in 2000 and in October 2008. Selected events
are located on a steeply dipping fault plane (strike 169◦, dip 80◦)
in the depth range 7.5–10 km (Fig. 2). The number of stations used
for spectral analysis differs for individual events. The configuration
of stations in 2000 (12 stations) was less favourable than in 2008
(22 stations) in terms of the coverage of the focal sphere. In 2000
7, stations at maximum (usually 3–4 stations) were found suitable
for our analysis because of the azimuthal position with respect to
the hypocenters (Fig. 1). In 2008, we could use up to 18 stations
(usually 12–15). The criteria for selecting events and stations for
the inversion were the signal-to-noise ratio > 3 (i.e. ∼10 dB) in
the analyzed frequency band of 1–100 Hz. Because of collocation

Figure 2. Distribution of hypocenters in the 2000 (blue) and 2008 (red) swarms along the fault plane (viewing from ENE to WSW). Size of the circles
corresponds to seismic moment. Located by hypoDD location program (Waldhauser & Ellsworth 2000) in 1-D inhomogeneous velocity model (Málek et al.
2000).
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of the events in these two periods we analyze them together with
emphasis on 2008 swarm. We selected only events with clear and
simple P pulse to eliminate multiple or complicated rupture pro-
cesses. Accordingly, we eliminated the multiple events identified by
Fischer (2005). These criteria allowed us to process events down to
ML = 0.8. The most limiting criterion was the signal-to-noise ratio,
which did not allow us to reliably process smaller earthquakes at
distant stations.

We analyzed P waves recorded on vertical components of short
period seismographs SM-3 and LE-3D sampled by 250 sps. The
frequency band was limited by the corner frequency of the veloci-
graphs (0.5 Hz for SM-3 and 1 Hz for LE-3-D) and by the sharp
antialias filter in the recording unit at 80 and 100 Hz for the 2000
swarm and 2008 swarm, respectively. Data were transformed to
displacement and no filtration was applied.

The displacement spectrum U( f, R) of the source S( f ) can be
decomposed as follows:

U ( f, R) = I ( f )G(R)P( f )L( f )S( f ) (1)

(e.g. Garcia-Garcia et al. 1996), where I( f ) is the instrument re-
sponse, G(R) stands for geometrical spreading, P( f ) is anelastic
attenuation, L( f ) is site effect, f is frequency and R is hypocentral
distance.

The geometrical spreading term G(R) is frequency indepen-
dent and is applied for calculating the seismic moment M0. The
frequency-dependent attenuation is expressed by anelastic attenua-
tion P( f ) = exp[−π ft/Q] and site effect L( f ) = exp[−π fκ], where
Q is quality factor and κ expresses the near surface attenuation.
The unknown parameters Q and κ show the same functional de-
pendence on frequency, which makes their separation impossible.
Accordingly, we neglected κ and included the near surface attenu-
ation into a single attenuation term exp[−π ft/Q]. Our approach is
justified by the fact that the hypocentral area is small (approximately
3 km in diameter) and rays are traveling along very similar paths
(see Figs 1 and 2).

In our case, we could neglect the instrument response function
I( f ) because all the earthquake corner frequencies were at least six
times higher than the corner frequency of the instruments (we cor-
rected the records for sensitivities only). Therefore the analysis was
always carried out in the interval of the flat response of the instru-
ment. Hence, for retrieving the amplitude source spectrum S( f ) two
effects must be corrected for: (1) frequency-dependent anelastic at-
tenuation (amplitude decrease with distance and broadening of the
pulse in time domain) and (2) frequency-independent geometrical
spreading (amplitude decrease with distance).

2.2 Spectra analysis

The frequency analysis is common and extensively used method for
obtaining basic estimates of source parameters (e.g. recent studies:
Abercrombie & Rice 2005; Allmann & Shearer 2007; Dobrynina
2009; Kwiatek et al. 2011) since the theoretical spectrum of circu-
lar rupture model was presented by Brune (1970). Although other
improved and more realistic models of earthquake source were
proposed (e.g. Sato & Hirasawa 1973; Boatwright 1980) we use
the Brune (1970) source model (point source) because it is widely
used and therefore a comparison with other studies can be per-
formed. The advantage of this model is its simplicity. Commonly
observed ω−2 spectral high-frequency falloff (e.g. Andrews 1986;
Abercrombie 1995; Garcia-Garcia et al. 1996; Shi et al. 1998; Oth
et al. 2010) fits our data well. More precisely, the observed spectra

can be adapted to this model by finding the appropriate Q-value. We
assume this model being sufficient enough to describe the sources
of 0.8 ≤ ML ≤ 3.3 microearthquakes at hypocentral distances of
about 6–30 km in the West Bohemia region.

For determination of source parameters, we used the absolute
spectral approach applied to P waves on vertical component. The
method is designed for routine processing of seismograms from the
WEBNET network and is implemented in the SEISMON processing
package (Mertl & Hausmann 2009; Michálek et al. 2011).

A time window of 1 s duration was used to calculate the spectrum.
It contains 0.5 s of noise and the remaining part includes the signal
of P wave with almost 100 per cent of its energy. The noise spectrum
was calculated from the first half of the time window and replicated
while the signal spectrum from the whole window (Fig. 3) using
the multitaper method (MTT). Spectrum was interpolated in order
to obtain equidistant frequency spacing in the logarithmic scale
(10 points per decade). We did not apply any smoothing operator
because the MTT itself smooth the spectrum naturally. The resulting
displacement spectra were compared to the model

�( f ) = �0e−π f t/Q

1 + (
f
/

fc

)n (2)

(Brune 1970) with the attenuation term, where �0 is the low-
frequency spectral level proportional to seismic moment, t is the
P wave traveltime, Q is the quality factor for the whole ray path, fc

is the corner frequency and n = 2. The exponential part is respon-
sible for the attenuation along the ray path. Because we assume a
point source (i.e. no effects of source directivity), fc is assumed to
be the same for all stations.

2.3 fc determination

By minimizing the logarithmic sum of residuals between the model
(eq. 2) and data in L2 norm (residual function), we obtained a single
corner frequency fc for each earthquake and N values of attenuation
factors Q (for N stations). In this way, multiple Q-factors were
retrieved for each station for different events; their variation may
account for example for the neglected source directivity and other
source-dependent effects. As the hypocentral zone (Fig. 2) is rather
small and the ray paths from all events to individual stations are
similar we expected the Q-factors to be similar at each station
because they include similar station-dependent effects of ray path
and local site conditions. All the stations are surface stations built
on a hard rock (crystalline or metamorphic units) and therefore
we used Q = 200 (Stein & Wysession 2003) as an initial value
for the inversion process. We used the simplex method (MATLAB
implemented) to find the minimum of the residual function.

Using multiple stations for determining fc led to stabilizing the
process of obtaining the corner frequency compared to determining
fc from single-station data, which is also tested before each com-
mon inversion process. Stations HRC and SKC with strange pulse
shape and fc > 50 Hz from individual inversion were excluded from
the common inversion to eliminate unrealistic results. We also ex-
cluded distant station ZHC because of the low signal-to-noise ratio.
We evaluate the uncertainty of fc by testing the shape of the residual
function. Lower and upper error bounds of fc were determined at
frequencies corresponding to the 5 per cent increase above the min-
imum of the residual function (Viegas et al. 2010). We attributed all
the deviations of the high-frequency spectral falloff from the ω−2

model to the effect of anelastic attenuation, assuming the frequency
independence of Q.
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Source parameters of the swarm earthquakes 5

Figure 3. Ground displacement of the P pulse (left) with noise window marked by green arrow. Example of the spectral analysis (right) of event with (a)
ML = 3.1 (ID: X2411A) and (b) ML = 1.7 (ID: X402A) at station BUBD. Black line is the observed spectrum, green line is the noise spectrum, both not
corrected for Q. Observed spectrum (grey), interpolated observed spectrum (blue) and model spectrum (orange) are all corrected for Q = 277. The pink
horizontal line is the half value of �0 (intersection with spectrum line is at fc for Brune’s model). fc (vertical red line) and its uncertainty estimates (dashed red
line) were obtained by a single-station inversion of the corrected spectrum.

2.4 Scalar seismic moment

The low frequency spectral level �0 was determined as a mean
of �( f ) for the three lowest frequencies (i.e. 1–3 Hz; MTT gives
smooth and stable spectra) at each station. We can afford to fix
the �0 and not invert for it because the influence of Q in the low-
frequency band is negligible (changes of �0 are up to 2 per cent for Q
between 200 and 400 and typical 2 s traveltimes). Moreover, �0 can
vary by factor of two just because of radiation pattern or directivity
effects (e.g. Abercrombie & Rice 2005), which is discussed below.

Rupture velocity is assumed constant as 0.9β, where β = 3.5 km/s
and α = √

3β. The rupture radius r is calculated according to

r = kβ
/

fc, (3)

where k = 0.32 (Madariaga 1976). The seismic moment is deter-
mined as

M0 = 4πρα3 R�0

	�,� F
(4)
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6 J. Michálek and T. Fischer

(Brune 1970), where ρ = 2700 kg/m3, R is hypocentral distance
(G(R) = R−1), 	�,� is radiation pattern correction (Aki & Richards
2002) and F is the free surface amplification which is assumed con-
stant equal to 2 because of the subvertical incidence of the P waves
(Horálek et al. 2002). The radiation pattern correction is calculated
for the typical fault plane orientation (strike = 169◦, dip = 80◦,
rake = −30◦), which is almost the same for all events (Fischer &
Horálek 2005). In our case, the effect of slightly varying focal mech-
anisms is not significant; variations of strike, dip and rake within the
range of 10◦ can change the seismic moment by 10 per cent (in terms
of the standard deviation of ratios of seismic moments over stations
for two focal mechanisms). The seismic moment for each event is
calculated as a mean of the logarithmic values from the available
stations.

2.5 Stress drop

Stress drop is derived by using two approaches. First, directly from
fc after Eshelby (1957) as

�σ = 7

16

M0

r 3
(5)

As a second approach we applied the method of Andrews (1986)
and Snoke (1987, eq. 3), which uses the integral of the square of the
ground velocity spectrum J (after the attenuation correction; includ-
ing the correction for limited bandwidth) for direct determination

of fc without the need for spectra inversion:

fc(J ) =
(

J

2π 3�2
0

)1/3

(6)

where J = J1 + JSP + J2. The term JSP is the integral value calcu-
lated from the spectrum. The correction for limited bandwidth in
estimation of the integral J consist of two parts; the low frequency
part J1 which is negligible in our case (up to 0.1 per cent) and the
high frequency part J2, which can be more than 50 per cent if the
attenuation correction is high (low Q) with respect to original spec-
trum. However, for our data the high frequency integral correction
part is up to 30 per cent.

3 R E S U LT S

3.1 fc and Q

Determination of fc by spectra inversion is illustrated in Fig. 3. The
observed spectrum (black) is corrected for attenuation (grey) and
after logarithmic interpolation (blue) fitted by the model spectrum
(orange). The resulting fc is indicated by vertical red line, see more
details in the figure caption. Fig. 4a shows the P-wave pulses at
station SNED used for spectra inversion, sorted according to de-
creasing magnitude. The corresponding spectra (Fig. 4b) show a
clear increase of the corner frequency with decreasing magnitude
and decreasing low-frequency level. It is obvious (Fig. 4b) that the
scaling between the fc and �0 is closer to f −4 than to f −3, where the

Figure 4. (a) Normalized unfiltered P pulses of displacement from the 2008 swarm sorted according to the decreasing magnitude and (b) the corresponding
MTT amplitude spectra after attenuation correction at station SNED. The signals (a) are without correction for attenuation and therefore the time width of the
pulses of the weak events are similar. The corner frequencies obtained from the inversion are marked as short vertical lines at �0 amplitude level. It is obvious
that the fc scales as f−4 rather than f−3 (for constant stress drop).
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Source parameters of the swarm earthquakes 7

later is expected for the constant stress drop. Without correction for
attenuation of the spectra this dependence would be even steeper.

The way of estimating the uncertainty of the fc is illustrated in
Fig. 5 for a selected ML = 3.1 event. After finding the optimal
solution (fc, Qi; i ∈ (1; N) stations; Fig. 5a) we test the trade-off
between fc and Q. To this purpose, we run repeatedly the inversion
process for several fixed fc in the vicinity of its optimal solution to
search for the corresponding Q at individual stations. The resulting
dependence of Q-factors on the selected fc (Fig. 5b) shows that Q
is almost constant at most of the stations excepting stations NKC
and PLED (in this example). This shows that the optimal fc is
robust with respect to the applied correction for attenuation. To
verify significance of the possible trade-off we performed a jack-
knife test by omitting individual stations from the inversion (Fig. 6).
The results in Fig. 6a show that variations of the fc for individual
realizations stay within the range of the standard deviation of the

solution found from all stations and omitting the problematic station
does not decrease significantly the sum of residuals.

To test the sensitivity of Q at individual stations to omitting other
stations from the inversion we plot in Fig. 6b the mean values of Q
from all jackknife realizations. We find that all except three stations
are performing well showing stable Q, independent of including
other stations to the inversion. However, despite the three unstable
stations, the resulting corner frequency remains stable within the
standard deviation found from all stations (Fig. 6a). Note that the
variation of fc is within 7 per cent of the mean value found from all
stations. The mean values of Q-factors resulting from inversion of
all events range mostly from 80 to 600 (Table 1) with most common
values between 150 and 300 at individual stations (median of all
means is 230).

The uncertainty of fc was estimated as an interval where the
residual function increases by 5 per cent (grey circles in Fig. 5b).

Figure 5. Example of inversion for single fc and station-dependent Q for ML = 3.1 (a) and ML = 1.7 (b) events from Fig. 3. Spectra (left) are corrected for
attenuation with Q corresponding to fc = 7.13 and fc = 14.42, respectively. (right) Testing of stability of Q for changing fc in the range of ±20 per cent around
the minimum of the misfit function (grey circles). The fc axis limits corresponds to the 5 per cent increase of the misfit function. These limits are plotted in left
plots as dashed vertical lines. The legend on the left relates to both plots.
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8 J. Michálek and T. Fischer

Figure 6. (a) Test of stability of the fitted parameter fc in the inversion using the jackknife test with omitting individual stations for event ML = 3.1 (id:
X2411A). The first column named all is result of inversion including all suitable stations. Mean value of this fc is marked by dashed purple line. (b) The mean
values of Q at stations over all realizations of jackknife test (green). The corresponding values of Q resulting from using all events in this study are shown in
grey.

Table 1. The quality factor Q for individual stations
obtained as a mean value with its standard deviation.
The number of available events for each station is in
the last column.

Station Q errQ numEv

BUBD 288 68 23
HOPD 380 119 19
HRED 167 74 22
KAC 224 119 15
KOC 295 97 51
KOPD 144 75 18
KRC 230 109 57
KVC 168 101 16
LAC 254 76 26
LBC 305 463 46
LOUD 210 79 24
NKC 254 140 14
PLED 242 206 20
POC 227 76 15
POLD 569 169 4
SNED 155 53 22
STC 208 102 38
TRC 408 220 16
VAC 173 77 48
ZHC 398 17 3

For most events the error does not exceed 1 Hz for small corner
frequencies and 3 Hz for large corner frequencies (Table 2).

Finally, we compare corner frequencies obtained by spectra in-
version with those determined by the method of Snoke (1987) (eq.
6). Fig. 7 shows the corner frequencies using two approaches: first
the attenuation is neglected (black crosses) and second the attenua-
tion is corrected for (red circles) by using the Q-factor estimated by

spectra inversion. Snoke’s corner frequency fc( J ) is calculated at
each station separately as a mean value for each event. In the ideal
case, the relation between fc(inv) and fc( J ) should be 1:1. The linear
regression has form

fc(J ) = 0.967 fc(inv) + 2.317 (7)

with correlation coefficient 0.986. The 95 per cent confidence in-
terval is shaded by light red. There is a systematic shift (+ 2.317)
of fc( J ) which can be caused by overestimating the high-frequency
correction term while evaluating the J integral after the attenua-
tion correction. If the correction for attenuation is not applied the
Snokes’s method fails. It is found that if the spectra are corrected
for attenuation the Snokes’s method gives very similar corner fre-
quencies as the spectra inversion method. Therefore, if we know
the correct Q factors the corner frequency could be calculated di-
rectly from the corrected data without the inversion process. In the
following, we use the corner frequencies determined by spectra
inversion.

3.2 Effects of source mechanisms and directivity
to M0 and Q

The angular dependence of the radiation pattern of the source mech-
anisms affects the resolved scalar seismic moments. We corrected
the amplitudes for a typical focal mechanism, which resulted in
15 per cent mean increase of scalar moments. However, the scatter
of moments among stations has not decreased; the mean standard
deviation of log10(M0) for all events before correction was 0.424
compared to 0.466 after the correction. We also tried to apply the
individual radiation pattern corrections to events from 2008 for
which the focal mechanism was known with sufficient precision but
this also did not lead to significant decrease of the mean standard
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Source parameters of the swarm earthquakes 9

Table 2. Source parameters.

ID Date Time Lat Lon Depth (m) ML M0 (Nm) fc (Hz) errfc r (m) SD (MPa) errSD (kPa) Slip (mm)

X1466A 2008-10-10 03:22:05.110 50.20819 12.45497 8953 3.3 4.9e 14 9.4 0.8 118.8 128.8 66.0 337
X1590D 2008–10-09 22:20:37.760 50.21027 12.45352 9169 3.3 2.0e 14 9.1 0.7 123.5 46.5 23.8 126
X2411A 2008-10-10 11:18:41.466 50.21599 12.45199 9186 3.0 1.5e 14 7.4 0.4 152.2 18.6 4.0 62
P5559A 2000-11-06 23:31:32.660 50.20863 12.45690 8321 2.7 6.1e 13 15.5 0.9 72.5 70.0 15.1 112
X2002A 2008-10-10 04:22:16.491 50.21014 12.46008 8623 2.6 4.4e 13 8.7 0.7 128.8 9.1 4.7 26
P3282A 2000-09-17 15:14:32.939 50.21811 12.45345 8371 2.5 4.9e 13 9.6 0.6 116.5 13.7 3.0 35
P3887A 2000-10-15 19:11:20.533 50.20758 12.45900 8580 2.5 2.9e 13 12.7 0.6 88.1 18.6 2.3 36
P5342A 2000-11-05 01:05:04.577 50.20752 12.45778 8265 2.5 5.4e 12 23.2 1.9 48.2 20.9 10.7 22
X2144A 2008-10-10 06:34:48.785 50.20474 12.45650 8820 2.5 3.5e 13 9.9 0.8 112.7 10.7 5.5 27
P1197A 2000-09-03 17:11:03.056 50.21351 12.45320 9501 2.4 8.6e 12 30.1 2.4 37.2 73.3 37.5 60
P5164A 2000-10-29 05:10:46.834 50.21521 12.45554 7881 2.4 8.8e 13 6.5 0.5 173.2 7.4 2.5 28
X1590C 2008-10-09 22:20:33.917 50.20862 12.45419 9238 2.4 1.3e 14 6.5 0.5 171.7 11.3 5.8 43
P2179A 2000-09-08 09:14:00.927 50.21170 12.45369 9232 2.3 2.5e 13 15.5 0.9 72.1 29.4 6.4 47
X1893A 2008-10-10 03:18:36.206 50.20695 12.45487 9005 2.2 2.6e 13 13.7 1.0 81.7 21.1 7.2 38
X2136A 2008-10-10 06:27:20.585 50.20803 12.45488 9039 2.2 3.0e 13 8.1 0.6 138.8 4.9 2.5 15
X2678A 2008-10-10 16:20:35.324 50.21109 12.45492 9941 2.2 1.9e 13 14.7 0.9 75.9 18.9 4.1 32
X3730A 2008-10-12 06:39:48.481 50.21087 12.45447 8858 2.1 1.5e 13 15.6 1.7 72.0 17.3 23.0 27
P1237A 2000-09-03 18:23:50.733 50.21286 12.45285 9357 2.0 9.5e 12 15.2 0.8 73.5 10.4 1.3 17
P1442A 2000-09-03 23:38:12.296 50.22071 12.45097 8813 1.9 1.0e 13 11.4 0.5 98.1 4.9 0.3 10
P1900A 2000-09-04 16:18:12.444 50.21409 12.45359 8784 1.9 9.4e 12 10.1 0.6 111.0 3.0 0.7 7
P2278A 2000-09-08 12:00:15.233 50.21367 12.45304 9678 1.9 1.5e 13 12.9 0.8 86.8 10.0 2.2 19
X6694A 2008-10-21 03:02:43.457 50.22126 12.45113 8715 1.9 1.0e 13 15.4 1.5 72.8 11.5 11.5 18
X874A 2008-10-08 00:14:40.792 50.20390 12.45478 9719 1.9 8.1e 12 14.0 1.1 80.0 6.9 3.5 12
P1427A 2000-09-03 23:18:37.490 50.22087 12.45164 8809 1.8 5.7e 12 13.5 0.9 83.1 4.3 1.5 8
P3730A 2000-10-15 16:38:47.753 50.20650 12.45870 8876 1.8 2.6e 12 17.3 1.0 64.7 4.2 0.9 6
X1266A 2008-10-08 16:55:00.774 50.20904 12.45368 9138 1.8 4.5e 12 13.8 1.1 80.9 3.7 1.9 7
X1732A 2008-10-10 00:28:08.477 50.21286 12.45311 8889 1.8 5.4e 12 15.0 1.2 74.6 5.7 2.9 9
X2263A 2008-10-10 08:30:22.758 50.21483 12.45510 9102 1.8 4.7e 12 18.2 1.6 61.4 8.8 6.4 12
X3143A 2008-10-11 05:07:10.254 50.22131 12.45131 8930 1.8 1.6e 13 13.6 1.0 82.1 12.3 4.2 22
X3148A 2008-10-11 05:13:27.098 50.22111 12.45120 8669 1.8 1.2e 13 17.1 1.5 65.6 18.1 13.2 26
X840A 2008-10-07 23:49:32.974 50.20264 12.45675 9574 1.8 9.1e 12 21.7 1.9 51.7 28.8 21.0 33
P5475A 2000-11-06 22:11:37.679 50.21027 12.45565 8465 1.7 1.1e 13 9.4 0.7 119.8 2.7 0.9 7
P5516A 2000-11-06 22:51:59.989 50.20728 12.45931 7925 1.7 4.9e 12 21.0 1.5 53.4 14.1 4.8 17
P940A 2000-09-01 08:37:52.979 50.21285 12.45308 9720 1.7 5.2e 12 26.9 1.9 41.7 31.6 10.8 29

X1992A 2008-10-10 04:13:25.704 50.21246 12.45311 9554 1.7 6.2e 12 18.0 1.6 62.1 11.4 8.3 16
X3169A 2008-10-11 05:55:01.819 50.22073 12.45102 8772 1.7 1.1e 13 13.2 1.1 85.1 8.0 4.1 15
X402A 2008-10-06 03:47:54.129 50.19978 12.45766 9667 1.7 9.4e 12 14.5 1.0 77.2 8.9 3.1 15
P1210A 2000-09-03 17:27:29.689 50.21121 12.45378 9522 1.6 3.6e 12 17.3 1.0 64.6 5.8 1.3 8
P3752A 2000-10-15 16:56:54.116 50.20331 12.45910 8898 1.6 6.1e 12 24.9 2.0 44.9 29.4 15.1 29
P6415A 2000-11-09 04:02:52.333 50.20929 12.45448 9270 1.5 3.5e 11 33.7 3.7 33.2 4.1 5.5 3
P1479A 2000-09-04 00:16:13.569 50.21910 12.45147 8846 1.4 3.7e 12 12.0 0.7 93.2 2.0 0.4 4
P3781A 2000-10-15 17:18:44.156 50.21004 12.45487 9316 1.4 3.1e 12 21.3 1.3 52.6 9.2 2.0 11
P3833B 2000-10-15 18:15:01.676 50.20102 12.45829 8661 1.4 7.2e 11 17.6 1.6 63.7 1.2 0.9 2
P5517A 2000-11-06 22:53:44.166 50.20248 12.45804 9140 1.4 1.7e 12 20.5 1.6 54.7 4.5 2.3 5
P1070A 2000-09-03 12:47:05.706 50.21368 12.45317 9056 1.3 2.0e 12 26.2 1.8 42.8 11.0 3.8 10
P1237B 2000-09-03 18:23:49.674 50.21322 12.45229 9367 1.3 1.9e 12 22.6 1.6 49.6 6.9 2.4 8
P1311A 2000-09-03 20:38:54.595 50.21729 12.45264 8869 1.3 1.4e 12 23.0 1.4 48.7 5.4 1.2 6
X1153A 2008-10-08 06:20:50.839 50.20825 12.45418 9330 1.3 1.2e 12 20.5 1.8 54.6 3.4 2.4 4
P5247A 2000-10-29 09:35:20.188 50.21813 12.45385 7977 1.2 5.2e 11 40.1 4.4 27.9 10.4 13.8 6
P5627A 2000-11-07 00:38:12.095 50.20879 12.45470 9371 1.2 7.5e 11 20.4 1.6 54.8 2.0 1.0 2
P1373A 2000-09-03 22:14:29.709 50.21821 12.45191 8747 1.1 1.5e 12 31.5 2.8 35.6 14.3 10.4 11
X1240A 2008-10-08 14:11:49.501 50.20148 12.45758 9055 1.1 9.2e 11 24.4 2.2 45.9 4.2 3.1 4
X1462A 2008-10-09 12:48:36.360 50.21005 12.45396 9331 1.0 8.5e 11 20.4 2.0 54.9 2.2 2.2 3
P3533A 2000-09-19 10:30:42.102 50.21760 12.45158 9328 0.9 2.0e 12 30.9 2.5 36.3 18.3 9.4 15
P6304A 2000-11-08 04:51:11.492 50.20253 12.45741 9417 0.9 1.6e 11 24.7 2.0 45.4 0.7 0.4 1
P3997A 2000-10-16 01:38:42.663 50.20922 12.45422 9391 0.8 5.9e 11 29.7 3.3 37.8 4.8 6.3 4

deviation of the seismic moment (0.323 compared to 0.317 after
individual corrections). We thus conclude that the radiation pattern
correction does not significantly improve the variance of M0 in our
study.

In our study, we neglected the effects of directivity of the source
by using the model of a point source. To test whether this sim-
plification is justified we selected two different focal mechanisms

from the 2008 swarm dataset (FM1 and FM3 following Vavryčuk
et al. 2013), each including up to eight events. The directivity effect
would be manifested by change of Q at stations, which are close to
nodal lines for one FM type and farther away for another FM type.
The result of this test is illustrated in Fig. 8. The mean Q factors
range between 100 and 450 and are quite stable for both groups of
events with standard deviation usually around 50. Besides, the Q
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10 J. Michálek and T. Fischer

Figure 7. Comparison of two approaches for obtaining fc—the inversion
method and the Snoke’s method (vertical axis). The linear regression is
shown by red line and the 95 per cent confidence interval is shaded light red.

factors obtained from the two event groups are quite similar. If one
omits the stations with too little events (less than 5) only HOPD
and TRC show remarkable difference in Q-factors for the FM1 and
FM3 groups. However, these two stations show almost the same
position on the focal sphere for both FM types, which suggests that
the possible directivity does not influence the station Q factors and
indirectly also the corner frequency. This simple test shows that for

the purpose of inversion for fc the directivity effects can be included
in event-dependent attenuation. In group FM1 are stronger events
than in FM3 (Fig. 8c) and therefore the FM1 events were registered
at more stations.

3.3 Scaling and stress drop

Fig. 9 shows the dependence of the corner frequency obtained by
spectra inversion on seismic moment. Corner frequencies were con-
verted to the rupture size using eq. (3); the resulting dependence of
r on M0 approximated by

r = 0.155M0.206
0 (8)

with the correlation coefficient 0.80. The rupture radii range from 25
to 200 m and the static stress drops between about 1 and 130 MPa.
The error bars in Fig. 9 are for the rupture radii and are calculated
from the uncertainty of fc (in Table 2). These error estimates are
most probably underestimated but at least provide the same relative
measure of uncertainty for all events. A rather weak scaling of the
source radius with seismic moment in the form M0

0.206 is obtained,
which points to the deviation from the constant stress-drop model
that would correspond to the scaling in the form M0

1/3. This is
also expressed by the increase of stress drop with seismic moment
(Fig. 10) in the form �σ ∝ M0

0.43 indicating that events differing
by two orders of seismic moment differ by one order in their stress
drop. As shown in Fig. 11 the distribution of stress drops along the
fault plane does not show any systematic pattern.

Assuming the constant stress-drop model, the slip D along the
fault plane should scale similar to the source radius as M0

1/3, which
is found by comparing eq. (5) and the definition of seismic moment
M0 = µDS, where S is the rupture area. The weak increase of the
source radius r with M0 found in the data should be thus compen-
sated by a stronger scaling of slip D with M0. This is documented

Figure 8. (a) Mean values and standard deviations of quality factors Q obtained for (b) two groups of focal mechanisms FM1 and FM3 (notation as in Vavryčuk
et al. 2013). The number above the upper standard deviation limit in (a) is number of events from which the mean is calculated. (c) Corner frequencies of
events in each FM group.
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Source parameters of the swarm earthquakes 11

Figure 9. Dependence of the corner frequencies (right axis) and the rupture radii (left axis) on seismic moment obtained by spectra inversion method. The
error bars are for rupture radii and are derived from the 5 per cent uncertainty of the fc (flatness of the residual function). Blue circles are events from the
2000 swarm and red circles events from the 2008 swarm. The orange line is regression of rupture radius r on seismic moment for all the events together. The
equation shows their possible relation (correlation coefficient is 0.80). The upper magnitude axis is scaled according to relation found from regression of ML

and M0 (eq. 11, Fig. 14).

Figure 10. The dependence of the stress drop on the seismic moment. The correlation coefficients are R(�σ fc) = 0.63 and R(�σ J ) = 0.70.

in Fig. 12 where the slip D is calculated from seismic moment and
source radius. Linear regression in logarithmic scale gives (assum-
ing a constant rigidity µ = ρβ 2 = 33.1 GPa) the relation

log D = 0.587 log M0 − 9.394 (9)

which shows scaling D ∼ M0
0.587 with much higher exponent that

0.33 expected for a constant stress drop model. The resulting seis-
mic slip ranges from 1 mm to 30 cm for seismic moments between
1.5e11 and 5e14 Nm.

4 D I S C U S S I O N

We analyzed the static source parameters of the earthquakes oc-
curred during the West-Bohemia earthquake swarms 2000 and 2008.
Despite the simplifications adopted and errors in the data we find
that the obtained stress drop range 1–130 MPa and its tendency
to increase with increasing seismic moment are robust results that
point to partial breakdown in the self-similarity of the analyzed
swarms earthquakes. The self-similarity could be thus understood
in terms of the constant range of stress drops rather than strictly
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12 J. Michálek and T. Fischer

Figure 11. Distribution of stress drop along the fault plane. Event with stress drop higher than 100 MPa is highlighted by green star. Size of the circles
corresponds to seismic moment (similar to Fig. 2).

Figure 12. Slip as a function of seismic moment assuming µ= 33.1 GPa. The correlation coefficient is 0.88.

the constant stress drop. In the following, we discuss the possible
sources of errors and the resulting scaling relations.

4.1 Spectra estimation and correction for attenuation

The correct estimate of amplitude spectra affects both the resulting
corner frequency and the low frequency level of the amplitude spec-
trum. We have used the MTT approach that gives smoother spectra
than other tapers (Park et al. 1987). We found that MTT must be
applied with care because using low values of time-bandwidth prod-
uct (parameter NW), which favourably flattens the high-frequency
amplitude oscillations leads to an artificial increase of the corner
frequency whereas high values of NW are lacking of any advan-
tages of MTT compared to cosine taper. In our analysis, we used

NW = 4 (seven Slepian tapers). We tested the MTT method using
the synthetic pulse in time window of 1 s length and we found that
it performs well even at low frequencies and the bias is much less
than using the simple cosine taper.

The anelastic attenuation has significant effect to widening the
pulses and decreasing the corner frequencies. This is corrected by
the frequency-dependent exponential term in eq. (2) for which the
knowledge of Q-factor is essential. Because there is no independent
estimate of attenuation for the area of interest we determined an
event- and station-dependent Q as a part of the inversion for fc.
The correction for the Q-factor accounts also for the near-surface
attenuation that is expressed by a sharp decrease of the spectral
amplitudes above fmax (Hanks 1982). We do observe this type of
decay in the observed spectra at some stations at frequencies above
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60 Hz, which however does not overlap with the resulting corner
frequencies ranging from 6 to 40 Hz. We thus infer that by limiting
the analysis to the M > 0.8 events the near-surface attenuation does
not affect the resolved corner frequencies. This is also manifested
in Fig. 9 by the same scaling of fc with M0 for small and large events
with no trend to leveling-off of fc at small seismic moments.

4.2 Scaling relations

The dependence of the source radius on seismic moment (Fig. 9)
shows a smaller increase than would be expected for the constant
stress-drop model. With respect to the scatter of the resolved fc and
M0 events differing by one order of seismic moment show the same
source size.

Another measure of the similarity of physical processes gov-
erning earthquakes of different size is the apparent stress
σa = µEP/M0, where EP is the radiated energy of P waves cal-
culated as

EP = 4πρα〈	�,�〉2 R2

	2
�,�

J (10)

(Boatwright & Fletcher 1984), where 〈	�,�〉 = 0.52 is the aver-
age radiation pattern correction for P waves. The radiated energy
is calculated at each station separately and for the analysis we use
the mean of EP in logarithmic scale. The apparent stress gives the
fraction of total energy radiated by seismic waves and typical values
range from 0.01 to 10 MPa (e.g. Kwiatek et al. 2011). In Fig. 13 we
show the apparent stress of our data set ranging over 2 orders from
0.001 to 0.1 MPa. As the apparent stress increases with the seismic
moment we could deduce that the small earthquakes are less efficient
in radiating of the energy than the bigger earthquakes, what sup-
ports the non-self-similarity (e.g. Aki 1967; Kanamori & Anderson
1975; Mayeda et al. 2005). Provided the seismic moment is well de-
termined the values of apparent stress could be underestimated due
to the possible underestimation of the radiated energy EP via J. Al-
though we applied the correction terms for bandwidth limitation of
the records (Snoke 1987) it might be still insufficient because one
should integrate up to the 10th multiple of the corner frequency
to incorporate 90 per cent of the seismic energy (Ide & Beroza
2001). The upper limit in our recordings (either fmax or instrument

limitations) is around 80–100 Hz, which indicates that for smaller
events (fc > 15 Hz; ∼ M0 < 1e13 Nm) the radiated seismic energy
is proportionally underestimated. On the other hand the corner fre-
quencies obtained from J are similar to those obtained by spectra
inversion, which points to insignificant error in determining J.

The relation of seismic moment to local magnitude (Fig. 14)

log M0 = 1.38ML + 10.3, (11)

was obtained from the regression of seismic moment in log scale
and local magnitude (correlation coefficient 0.912). The obtained
scaling factor of 1.38 is significantly smaller than 1.5 present in the
definition of moment magnitude MW that was derived for a constant
stress drop (Kanamori 1977), which gives an independent indication
of the non-self-similarity of the analyzed swarm earthquakes.

5 C O N C LU S I O N S

We studied source parameters of the West Bohemia/Vogtland earth-
quake swarms 2000 and 2008 in the frequency domain and ana-
lyzed 56 events in the magnitude range ML from 0.8 to 3.3 that
were evenly distributed along the fault plane. Direct P waves from
3 to 18 stations at epicentral distances from 0 to 30 km were used.
We compared two approaches to determine fc; (i) spectra inver-
sion using the ω−2 Brune’s (1970) model to determine a single fc

and station-dependent attenuation correction and (ii) integration of
spectra by the method of Snoke (1987). Results of our study, which
is the first one addressing the earthquake swarms in the area, can be
summarized as follows:

– The corner frequencies of the targeted events range from 6 to
40 Hz, which corresponds to the rupture radii in the range 28 to 150
m using the Madariaga (1976) source model for scalar moments
from 1.5e11 to 5e14 Nm.

– The simultaneous inversion for fc and Q resulted in Q-factor
between 80 and 600 at different stations.

– We obtained a good fit between the results of spectra inversion
and the Snoke’s method, which qualifies the more simple Snoke’s
method to be applicable for routine determination of the static source
parameters of small earthquakes in case that the quality factor Q is
known and applied.

Figure 13. The dependence of the apparent stress on the seismic moment.
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14 J. Michálek and T. Fischer

Figure 14. Linear regression between local magnitude ML and seismic moment M0 in log scale. The 95 per cent confidence interval is bounded by solid red
lines. The relation for moment magnitude MW = 2/3∗logM0 − 6.03 (Hanks & Kanamori 1979) is plotted by solid black line.

– Scaling of fc with M0 shows an exponent of 0.206, which is
smaller than 0.33 that is expected for the constant stress drop model.
We observe stress drops in the range from 0.7 to 128 MPa with a
tendency to higher stress drops for larger events. The significance
of the increase of stress drop with seismic moment is supported by
the fact that the same scaling of fc with M0 occurs for small and
large events.

– Apparent stress ranges over three orders from 0.002 to 2.2 MPa,
which supports our finding that the West-Bohemia swarm earth-
quakes are non-self-similar. Further analysis including more events
should be carried out to verify this conclusion.

Results of our analysis of static source parameters of earthquake
swarms agree with the results of other authors: we find stress drops
ranging between 1 and 130 MPa with a tendency to stress drop
increase with increasing seismic moment.
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West Bohemia earthquake swarm in the light of the WEBNET network,
J. Seismol., 14, 665–682.

Garcia-Garcia, J.M., Vidal, E., Romacho, M.D., Martin-Marfil, J.M.,
Posadas, A. & Luzn, E., 1996. Seismic source parameters for mi-
croearthquakes of the Granada basin (southern Spain), Tectonophysics,
261, 51–66.

Hainzl, S. & Fischer, T., 2002. Indications for a successively triggered
rupture growth underlying the 2000 earthquake swarm in Vogtland/NW-
Bohemia, J. geophys. Res., 107(B12), 2338–2347.

Hainzl, S. & Ogata, Y., 2005. Detecting fluid signals in seismicity
data through statistical modelling, J. geophys. Res., 110, B05S07,
doi:10.1029/2004JB003247.

Hainzl, S., Fischer, T. & Dahm, T., 2012. Seismicity-based estimation of the
driving fluid pressure in the case of swarm activity in Western Bohemia,
Geophys. J. Int., 191(1), 271–281.

Hanks, T.C. & Kanamori, H., 1979. A moment magnitude scale, J. geophys.
Res., 84(9), 2348–2350.

Hanks, T., 1982. fmax, Bull. seism. Soc. Am., 72(6), 1867–1879.
Harrington, R.M. & Brodsky, E.E., 2009. Source duration scales with mag-

nitude differently for earthquakes on the San Andreas Fault and on Sec-
ondary Faults in Parkfield, California, Bull. seism. Soc. Am., 99(4), 2323–
2334.
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Vavryčuk, V., Bouchaala, F. & Fischer, T., 2013. High-resolution fault image
from accurate locations and focal mechanisms of the 2008 swarm earth-
quakes in West Bohemia, Czech Republic, Tectonophysics, 590, 189–
195.

Viegas, G., Abercrombie, R.E. & Kim, W.Y., 2010. The 2002 M5 Au Sable
Forks, NY, earthquake sequence: source scaling relationships and energy
budget, J. geophys. Res., 115, 1–20.

Waldhauser, F. & Ellsworth, W., 2000. A double-difference earthquake lo-
cation algorithm: method and application to the northern Hayward fault,
California, Bull. seism. Soc. Am., 90(6), 1353–1368.

Yamada, T., Mori, J.J., Ide, S., Abercrombie, R.E., Kawakata, H., Nakatani,
M., Iio, Y. & Ogasawara, H., 2007. Stress drops and radiated seismic
energies of microearthquakes in a South African gold mine, J. geophys.
Res., 112(B3), 1–12.

 by guest on Septem
ber 11, 2013

http://gji.oxfordjournals.org/
D

ow
nloaded from

 

http://earthexplorer.usgs.gov/10.1093/gji/ggt286.html
http://gji.oxfordjournals.org/

	01_titul_strana
	02_acknowledgments
	03_prohlaseni
	04_info_strana
	05_Michalek-phd12rev
	1 Introduction
	2 Theory and Methods
	2.1 Source models
	2.2 Theory of earthquake source
	2.3 Signal processing
	2.4 Absolute methods
	2.5 Relative methods

	3 Source Parameters of the 2000 & 2008 Swarms 
	3.1 Introduction
	3.2 Data
	3.3 Application of the absolute methods to P waves 
	3.4 Application of the absolute methods to S waves
	3.5 Application of the relative methods to P waves

	4 Discussion
	4.1 Seismic moment
	4.2 Corner frequency
	4.3 Scaling relations - stress drop
	4.4 Attenuation
	4.5 Comparison with results in other studies 

	5 Conclusions
	6 Included papers
	A Implementation into SEISMON software
	A.1 Parts of SEISMON

	References
	List of tables
	List of abbreviations

	06_P1_Fischer&Michalek_SGG_2008
	POST 2000-SWARM MICROEARTHQUAKE ACTIVITYIN THE PRINCIPAL FOCAL ZONE OF WEST BOHEMIA/VOGTLAND:SPACE-TIME DISTRIBUTION AND WAVEFORM SIMILARITY ANALYSIS
	ABSTRACT
	1. INTRODUCTION
	2. LOCATION OF EVENTS
	3. SPACE-TIME DISTRIBUTION OF SEISMICITY
	4. WAVEFORM SIMILARITY ANALYSIS AND FOCAL MECHANISMS
	5. DETAILED VIEW OF SELECTED MULTIPLETS
	6. DISCUSSION
	7. CONCLUSIONS
	References

	07_P2_Michalek&Fische_GJI_2013


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


